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Executive Summary

This report describes the results and recommendations derived
from an extensive survey of existing human performance models and
modelling approaches applicable to the design and evaluation of
large-scale command and control systems. The focus is on models
derived from a control- and decision-theoretic framework, the
modelling literature in human information processing, and the
collection of models and data-bank formulations originally derived

from the reliability and network-simulation literature.

The most successful modelling efforts seem to have grown
out of situations where formal models of the task environment are
well developed, such as in feedback control tasks, detection
tasks, and well-defined probabilistic decision-making tasks.
Further, in these areas, the most successful of these models
arise when the researcher can express formal criteria of optimal
performance as reflected in the optimal control formulation of
manual control or the ideal observer in target detection and
recognition tasks. These observations emphasize the importance
to successful modelling efforts of being able to express the
goals and success criteria used by human operators in formal
guantitative terms. One difficulty for modelling behavior in
more complex procedural tasks arises from the inherently multi-
dimensional, multi-level, time-varying array of criteria and

strategies that an operator applies in accomplishing these tasks.

It is interesting to note that the optimal control model
and those information-processing models derived froma decision-
theoretic framework are mutually compatible; this suggests the
possibility of integrating and generalizing them to provide a

single modelling framework that could be applied to vehicle
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control, supervisory monitoring, surveillance, signal identifica-
tion, and decision making, all of which are tasks of major

interest in military system design and evaluation.

In the area of intellectual performance, however, modelling
efforts have not produced practically useful results, either in
areas where an explicit algorithm might be specified or with
respect to general problem-solving performance, where a wide range
of performance strategies are available. To represent these kinds
of performance will require either structuring the problem so
that results are not sensitive to differences in strategy or
resorting to atheoretic representations derived from empirical

measurements obtained in the specific task context.

In addition to the substantive reviews of modelling approaches,
several methodological issues have been identified:
(1) The problem of validation of models of the scope considered

here is a difficult one, requiring further research.

(2) Models exist at many different levels of specificity. A
substantive issue concerns the identification of the level
of specificity at which to define a model in relation to
the goals of system performance prediction desired. Depending
on the level of specificity that is appropriate, one must
consider whether to take a top-down or a bottom-up approach.
A top-down approach begins with goals of performance
prediction and represents performance only down to level
required to meet these goals. A bottom-up approach begins
by defining the elemental components of human performance

and synthesizes them into a model that predicts the desired

aspects of performance.
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(3) Bottom-up approaches to modelling continually face the issue

F of how to combine sub-task or task models into higher-level

;  structures in such a way that the potential interactions

resulting from their combination are accounted for. Additive
combinations of component response times and multiplicative

combinationsof response accuracies are freguently not valid,

and their applicability must be evaluated in each new synthesis.

(4) The current state of theory and understanding of human

T

Performance is inadequate to represent many kinds of :
behavior observed in real task situations. The model
developer is left with many arbitrary parameters that must
be defined on the basis of observed performance. When the
number of such free parameters approaches the number of
performance measures to be predicted, the predictive power

of the model is severely compromised.

On the basis of our review, recommendations are introduced
for further research and development of large scale systems

modelling efforts. These recommendations include: ! *

(1) Development of a test-bed facility in which to evaluate

alternative model formulations of common task environments and to
; conduct empirical validation studies to compare model predictions

with actual human performance.

(2) Methodological research on (a) the implications of

| combining sub-task or information processing component models on

system performance in the aggregate, (b) validation of large scale

simulation models, and (c¢) development of guidelines for the

acceptable number of free parameters in useful predictive models.

Vi
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(3) Recommended further model development in topical areas
of high priority for representation of command and control systems.
Two such areas are supervisory control and monitoring and
the prediction of team performance on the basis of performance of

individual team members.

(4) BAdvancing the state-of-the-art with respect to the

specific modelling approaches discussed in the body of the report.

From an overall perspective, we believe that integrative
models of human performance compatible with the requirements for
representing command and control system performance do not exist
at the present time. What is available is a collection of
component models and modelling principles formulated in a variety
of frameworks, whichmight be drawn together to build an eclectic
model for particular task situations of interest. On the basis
of our present level of understanding, assembly of the components
will call for substantial effort and is likely to require many
assumptions about particular aspects of performance. If one is

to have confidence in the product generated in this way, several

iterative validation steps will be required.
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1.0 INTRODUCTION

The Systems Research Branch of the Human Engineering Division
of the Aerospace Medical Research Division (SRB) has undertaken a
long-term program to develop and exploit simulation and modelling
technology in the design and evaluation of large-scale systems.
In support of this goal, BBN has initiated a three-year program of
research to examine existing human performance models and approaches
to modelling performance and to conduct studies exploring potential

extensions of this technology.

Our goal is to develop the beginnings of a handbook-1like
document that would be useful to systems designers and analysts
embarking on a systems modelling effort. Our research program
assumes that computerized models of the system under consideration
are to be constructed, and that these models will take into account
the behavior of che human operators interacting with the systemn.

By exercising these models, systems engineers wish to predict the
effects of changes in system parameters before proceeding to full-
scale simulation efforts and the operational evaluation of prototype

Systems.

In the first year of this program, we have focused on the
review of potentially relevant models and on the identification
of issues in model development and application that may have an

important impact on the success of such modelling efforts. 1In

the second and third years, we propose to conduct modelling studies
in collaboration with personnel of SRD to ewplore quantitatively
and in detail several key issues in model development
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This document represents the final report of the first year

of effort.

1.1 Background

The current state of methodology for the development of
large-scale, multi-man command and control systems, particularly
tactical systems,is largely an art. The designers formulate
goals and system objectives. They examine the available technology
and produce a conceptual design that specifies the roles of
hardware, software, and human resources. They then proceed to build
either a manned simulation of the basic design or a prototype
system that can serve as a test bed for evaluating the approach and
for exploring alternative implementations of the basic approach.
HED has pioneered in the application of the simulation approach for
three different Air Force Systems, BUIC, AWACS, and Remotely
Piloted Vehicle/Drone (RPV) Control, and has demonstrated the
feasibility and cost effectiveness of preceding the prototype
development phase by a simulation phase in which formal experiments

of differing implementations may be undectaken.

HED is also looking ahead to the possibility of further
efficiencies in system development through the use of full computer
modelling of the hardware, software, and human performance components
of new systems that would permit design trade-off studies to be

undertaken in advance of full-scale manned simulation.

To this end they have developed the SATINT simulation language
(Wortman, et.al., 1974), a dialect of GASP that has been specifically
designed to make it possible to represen! the adaptive capacities
of human performance as well as to integrate discrete and continu-
ous variable models in a single simulation language. A further

feature of SAINT is the compact and explicit notation and software
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operating system that permits ecasy translation from a flow chart

representation of the system to a computer-coded model.

The basic approach to modelling represented in SAINT and
other event-oriented modelling languages is to amalyze the system
flow chart into a series of processes related to each other
through a contingently-branching structure. For each process, the
necessary initial conditions for process activation are specified.
Then a specified distribution of completion times and a
probability of successful completion is assigned to the
process. These parameters of each process may also be modified
contingently while a simulation is in progress. Fach time the
model is exercised, a particular sample of each random variable is
chosen and the contingent effects arc assessed so that aunique trace
through the multi-path flow chart is completed. Aggregated values
for completion time and probability of completion are then
derived from repeated runs of the simulation. The model is
exercised sufficiently to accumulate reliable statistlics
for the major dependent variables under study, and it is

these statistics that are the output of the model.

The usefulness of SAINT and of the modelling approach to
system design have been explored in two major modelling studics.
A model of a 3-man AWACS surveillance system was built using SAINT
in parallel with the comparable manned simulation of the system
(Mills, 1976). It was shown that a verified model could be
obtained to describe system performance for the specific conditions
under study. However, a great deal of effort and an estimated 50
iterations of the model form and parameters were required to debuc
it and to produce satisfactory matches to the simulation data.
Further, it was shown that the model did not generalize very well
to predict group performance when parameters representing the

or formance of individual operators acting in isolation were used.
I

o , -“-.---..i"
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In a second application, an upgraded version of the SAINT
language was used to model the performance of the RPV/Drone Control
System for which several manned simulation studies have been complete
(Wortman, et.al., 1975). With a similar large effort to debug and tune
the parameters of the model, a successful representation of the major
system performance variables of RPV System Study I1was obtained
(Mills, Bachert, and Aume, 1975). Again, although generalization
was not specifically tested, examination of the model suggests
that it would not be particularly useful for design trade-off
studies because the model was not effectively modularized to allow
extension to new conditions without major adjustments in nodel
structure and parameter settings. It was necessary for the model
implementers tomake too literal a representation of particular
features of the situation in order to achieve the successful
representation of overall performance. Said another way, the
procasses modelled were tasks that included components of both
human and machine performance. Changing systems variables will
produce changes that interact with human performance in new ways
that are not easily secparable in the model. Whether these
difficulties are inherent in the modelling approach to describing
larce scale systems or are only limitations of the specific cases
undertaken thus far remains to be seen. 1t does seem clear,
however, that further progress in such modelling will require
further development of modelling methodology and validation with
specific attention to the representation of human performance in
such systems in a way that has the potential for generalization
tc answer recal systems questions. The models for human performance
need to be structured to be compatible with the representation of
the major systems variables of interest to the systems design
engineer and not simply embedded implicitly in models for the

major tasks invo!ved.
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Other laboratories (for example, Sandia, Naval Air Develop-

ment Center, and Applied Psychological Services) have been developinca

large-scale modelling methodologies with varying dearees of similarity

to the work in the Air Force. However, few (if any)

of these efforts have had available resources equivalent to the
HED multi-man simulation facility in which models may be
explicitly compared and validated against the results of
real-time, manned simulations. Thus the Air Force has a unique
opportunity to advance the state-of-the-art in system modelling

technology.

It is to this end that Bolt Beranek and Newman has undertaken
this program of research. During the first year we have examined
the rather extensive psychological and systems literature on
models of human performance. Our sources have included:

Psychological Bulletin

Psychological Review

Journal of Experimental Psychology

Journal of Mathematical Psychology

Human Factors

IEEE Transactions

International Journal of Man-Machine Studies
Operations Research

Proceedings of Annual Conferences on Manual Control
JANAIR Reports

Technical Reports on Air Traffic Control

Books and Monographs on Information Processing Models
Miscellaneous Contractor and Government Reports

We have struggled repeatedly with questions concerning the
scope of models appropriate to this review and evaluation. Models
exist at many different levels of formality, ranging from verbal
analytic statements of principles to closed-form mathematical
solutions. The term model means something quite different to a
social psychologist than to a physicist or engincering designer.

One can precipitate extensive philosophical arguments by attempting
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to distinguish a model from a theory. Rather than attempting a
formal definition of a model, we have developed the following set
of criteria for deciding whether to include a particular model in
our review. Several of these criteria are pragmatic. Others
relate to what we believe are the essential characteristics of

quantitative predictive models.

1. Relevance. We are taking as our primary definition of

relevance the kinds of activities required of operators in the
RPV command and control system. We believe this system is
representative of many of the characteristics of highly-interactive,
large-scale, multi-operator systems in general and of a variety of
tactical command and control systems in particular. We believe
this focus is not overly res'rictive of the more general domain
of man-machine systems of interest. Specifically, we were seeking
models for the following activities:
a) Target detection and identification.
b) Supervisory monitoring, display scanning, and
surveillance.
c) Target tracking and manual control.
d) Alphanumeric data entry.
e) Graphical data entry.
f) Mental computation, estimation, and probability
assessment.

g) Algorithmic problem solving.

2. Quantitative Predictions. Many models encountercd in
scientific journals provide a structure for a process or propose
hypotheses about how an activity should be represented, but are
not carried through to the point of making quantitative predictions
about observable outputs or performance measures. Such models are

of little value for our purposes.

womasoa o
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3. Computational Complexity. We are excluding from consider-

ation models whose computational complexity is so great as to

preclude practical application to problems of interest.

4. Parameter Detorminatigﬂ. In order for a model to be

predictive, its parameters must be determinable, either a priori
from other sources or from the constraints imposed by a particular
application. A difficulty with many of the models available in

the literature is that their parameters, if specified at all, have

been determined only for a specific laboratory task and are
unlikely to generalize to other contexts. While we have included
several models subject to this criticism, we have tried to point

out their limitations.

5. Reliability. A model is reliable, by definition, if

repeated applications yield the same or substantially similar
results. It should be noted, however, that it is sometimes
difficult to judge the reliability of recent models, simply because

many of them have not yet had the benefit of repecated application.

6. Validation. Tests of the validity of a model may range
from informal demonstrations that it produces reasonable results
to formal tests of the goodness of fit of the model's predictions
to independent data. We are excluding from consideration proposed
models for which no attempts at validation have been made. Formal
tests of validity, however, are likely to exist only for models,
addressing individual tasks or components of human performance.

For evaluating larger scale systems models, less formal evaluations

may be the most we can expect.
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Thus our goals have been to identify particular models that
are sufficiently explicit and have promise for application to
military command and control system modelling activities. In the

-

course of this secarch we have also sought to identify issues and
problems that limit model usefulness and that must be addressed
if we are to achieve the broader goal of useful man-machine

modelling technology.

1.2 Outline of Report

The remainder of this report is organized into four main scctions.

In Section 2 we have provided a detailed and critical evaluation of

the classes of human performance models we have examined. This
review is organized on the basis of various approaches to
modelling rather than the contexts to which the models are
applicable. We believe this will provide a more coherent presen-
tation of the state-of-the-art. This section concludes with an
examination of the interrelations among existing modelling efforts
and an evaluation of the gaps between neceds and available models.
In Section 3 we discuss the issues and problems that we have
identified in our review of models and modelling approaches.
Section 4 describes recommendations for further research that is
needed to advance our ability to use modelling as a system design
tool. Finally, in Appendix A we provide abstracts of the models
we have found that we believe have some measure of applicability

in the system modelling context.

s s o s
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2.0 CRITICAL SURVEY AND REVIEW OF MODELS POTENTIALLY USEFUL
FOR SIMULATION MODELLING

2.1 Data Bank I’orfm’];zit_:-i__c_)gi

It became evident during efforts in the early 1950's to
incorporate estimates of human reliability into estimates of total
system effectiveness that relevant human performance data did not
exist in useable form. The first attempt to extract such data
from the literature of general ard applied psychology and human
factors, and to represent it in a tabular array useable by design
engineers, was conducted by Payne and Altman at the American Institutes
for Research (AIR) in 1962 (see Meister, 1964). Called "Data Store,"
this compilation describes the characteristics of various controls
and displays, the minimum times required to operate specified
controls, and the reliabilities with which the operations can be

expected to be carried out.

Since Data Store, there have been repeated attempts to
create data bases from which human performance times and error
rates can be extracted and utilized. A number of these, though
relatively complete with respect to specification, have not been
implemented (see, for example, Meister and Mills, 1971; Verdi and
Smith, 1966). Of those that have been implemented, some simply
represent extensions of the list of elements contained in the
original Data Store while others exhibit differences in basic
organizational level of aggregation - that is, in the definition
of what behavioral or equipment level to assume for tabulation of

atomic events - or in task specificity.

None of the data bank formulatipns to date are models in thec

v

sense that we have used that term elsewhere in this report. They
do, however, represent a chief source of data for modelling and
simulation efforts and, as a result, have an important place in a
review of the human performance modelling literature. 1In this
section we shall discuss briefly some of the characteristics of
data banks and attempt to highlight some issues surrounding their

formulation and exploitation.
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2.1.1 Performance Area of Concern

Almost all attempts to create cdata banks are limited to a
specific area of concern and, because of the time, effort,
and cost involved in developing and maintaining thcm, few seem to
evolve beyond that original area. Data Store was originally
conceived in support of work in display and control evaluation,
and despite an interest in broadening its scope (see, for example,
Altman 1967), the formulation remains most useful when employed in
connection with the original purpose. The SHERB (Sandia Human
Error Rate Bank) system was developed in the context of an interest
in human performance in process-control operations. The HERALD
data bank, developed by engineers at Lockheed-Georgia, is limited
in interest to the interpretation and operation of displays and
controls by an aircraft pilot and crew. Another example of this
specificity is the formulation by Irwin, Levitz, and Freced
(1964) .

A possible exception to the generalization that data banks
tend to be limited in their purview may be the system recently
conceived by Blanchard (1973) for the Navy, which would, when
completed, contain twelve or more smaller banks including the
following:

1) Operational Performance Baseline Data

2) General Human Performance Capability Data

3) Psychophysiological Data

4) Personnel Cost Data

5) Human Locomation Data

6) Operational Requirements Information

7) Equipment Reliability Data

8) Micro-Behavior Data (eye movements, hand movement, etc.)

9) Maintenance Activity Data

10) Hardware Component and Specification Data

11) Shipboard Work Standards and Baseline Data
12) Human Engineering Standards and Specifications
10
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2.1.2 Data Base Organization

Two basically different approaches have been taken to the
design of data banks. One of these, exemplified by Data Store,
places prime emphasis on the hardware item with respect to which
the behavior to be predicted occurs. 1In this organization, a
given hardware item is analyzed in terms of its components and
a performance reliability estimate, established on the basis
of a study of available literature or actual experimentation,
is assigned for each component. A consecuence of
this approach 1is that the wvalues on which the
prediction of performance at a task level is to be based exist
at a very molecular level in the database and must be aggregated
according to some appropriate rule in order to provide the
desired prediction. Unfortunately, the nature of this "appropriate

rule"” is frequently in doubt.

An alternative to the molecular approach is illustrated by the
SHERB organization. Here, the basic unit of analysis is the
task itself and the procedural context in which that task occurs.
Reliability data on specific types of errors with specific types of

equipment are collected under such broad bkehavioral task descrip-

tions as "assembly," "inspection," "installation," etc. This
organization has at least two consequences: (1) it helps to
obviate the aggregation of molecular reliabilities, at
least at the level of single tasks; and (2) experimental and
situational factors that may have been important determiners of
the data employed to establish the reliability values, and that
may or may not be present in the context of the tasks to be

predicted, are more easily accumulated and assessed.
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It is impossible to decide objectively at this point which
of these two organizations is the better, since in no case of which
we are aware has one been pitted against the other in the solution
of the same performance prediction problem.* It may even prove
to be impossible if such a confrontation were arranged, unless the
latter also took into account the characteristics and training of
different populations of users. It may be the case, for exarple,
that the molecular~type organization is more "natural" and leads
to more successful exploitation by the hardware and systems engi-
neering communities and that the molar-type is more "natural" and
exploitable by the human engineering community. To the extent that
this is the case, it would seem appropriate to exploit current
methods for storing data in minimally constrained computer file
structures and for providing access by whatever interrogation

conventions are felt by a given user to be most productive.

*There may be a number of reasons for this. One is the fact that,
as we noted earlier, most data banks are compiled for the purpose
of answering questions in a specific performance area and have
little enough in common that a direct comparison would be
inappropriate. A second is that the typical impetus for
developing a new formulation is dissatisfaction with an old one.
From one point of view, then, the decision as to which is superior
has already been made by the time the design of the replacement

is complete, and there may be little incentive to conduct a
comparative evaluation.
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2.1.3 Data Base Contents

All of the models for which current data banks are
potentially useful are concerned with predicting the reliability
with which the human operator will perform some assigned task
or set of tasks. Some are also concerned with the time taken
to perform the task. As a consequence, most data banks contain
both reliability and completion time information, either in the
form of point estimates (expected reliabilities, minimum or
expected times), the observed distributions,or parametric data ]

from which distributions can be derived.

Though there are few differences among designers and users
regarding the most useful ways to represent temporal information,
there is some controversy surrounding the nature of the most
appropriate reliability statistic. As indicated in the summary,

AIR Data Store contains, for each task element defined in the

" data base, a point estimate of the probability that that task element
will be performed correctly, defined as unity minus the aggregated
error probabilities obtained from the literature. Further, it
contains, for each critical value or range of values for parameters
associated with the equipment used, a point estimate of the
probability that the parameter value will lead to successful
performance. In this formulation, then, reliability is defined

simply in terms of probable success without respect to time.

In some applications, the rate at which errors are produced
is of critical concern, and there is a desire to include in the
data base some indication of "failure rate" similar to that defined
with respect to hardware operation. As Swain (1970) points out,
such data tend to be difficult to come by since in most otherwise
applicable field studies (e.g., in the area of qguality assurance),

the primary interest 1is in errorsper unit time. The situation is

much the same with respect to laboratory data, since most investi- q
gators report performance in terms of total number of errors pex
experiment or per experimental task. .
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2.1.4 Predictive Accuracy as a Function of Number of Parameters

All modeling techniques that begin by analyzing the per-
formance of a given task into discrete activities of the sort
represented in Data Store must include some rule for re-
synthesizing these molecular activities into a more molar
entity, possibly the original task itself or an even higher-
level aggregate such as a total procedure made up of n tasks.
As we have noted, the rule used most often is the simple
product rule, in which reliabilities associated with molecular
activities are multiplied together to achieve an estimate at

the desired level of aggregation.

It should be clear from our discussion that the reliability
(and time) values that appear in human performance data banks

represent approximations and "best estimates," and, as such,

may be incorrect for any given application. One might expect,
then, that if these values are aggregated with the product rule,
the accuracy of the resulting estimate would somehow depend upon

the number of task parameters the analyst has chosen to identify.

The only systematic study of this possibility uncovered in
our review was made by Swain (1967). This investigator perforimed
a Monte Carlo simulation on artificial (but meaningful) tasks
constructed from AIR Data Store. Each iteration provided an
estimate of the vrobability of one or more errors in performance.
The resulting"prediction," arrived at by the rules established for
use of Data Store (see Abstract No. 1) was then compared against the
prediction of a nominal model that employed the averaqge value of
all relevant behavioral unit reliabilities raised to a power egual

to the number of parameters considered:

Q=1- (p"
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where

Q0 = the probability of one or more errors

p = the average value of behavioral unit reliabilities

n = the total nunber of parameters

Swain -found that for a large number of parameters (n = 40),

the nominal rule provided a very good approximation of the ;\lue
derived from the simulation, but that for smaller numbers of para-
meters (e.g., n =100r20) the approximation was unsatisfactory. .
As this author points out, an important implication of these

findings is that

"The more meticulous one is in the analysis (i.e.,

the more terms one uses in the reliability equation),
the lower the estimated reliability will be. It

is apparent, then, that if different analysts choose
a different total number of dimensions as being
relevant to tasks, they will arrive at different
estimates of the reliability of a system made up

of these tasks." (p. 24)
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2.2 Five Network-Based Techniques

The interest of human factors specialists in the formulation
and use of network techniques for prediction of human performance
derives from a number of sources. One is the observation that
such technigues have proved useful for estimating the performance
capabilities of systems composed of functionally interrelated
items of hardware. A second is the recalization that in most
complex systems, a large number of functions are performed by
the human and that the human can (and possibly ought to be) }
considered in the same terms as the hardware and software elements
with which he interacts. A third source is the ease with which
a network approach, combined with suitable mathematical operators,
can accommodate a variety of data input types, from empirically-
derived estimates of central tendency (mean or median performance)
to theoretically-assumed distributions. A fourth and very
important source, in the context of this report, is the hypothesis
that a suitably designed network might serve as an important
system-level mechanisim for the aggregation of isolated and
independent task and sub-task models currently available in the
psychology, human factors, control theory, and other human

performance literatures.

The goal of almost all network techniques is to get from a
statement of the functional relations among individual task
elements to an estimate of the performance of some deflined
aggregate of those elements. The performance parametors of
interest are typically one or more of the following: (1) the
time required to complete the task aggregate; (2) the probabilily
that the task aggregate will be complet d in a given time; (3)

the probability that the aggregate will be completed successfully-
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that is, at or above some level defined as acceptable. Because

the techniques employ concepts similar to those of standard reli-
ability theory, one can, if interested, utilize other performance
neasures such as mean—-time-to-failure (MTTF), mean-time-between-

failures (MTBY), etc.

The various techniques, though freguently guite different
when viewed with respect to operating assumptions, degree of
detail, etc., sharc common modelling requirements. All require a
| thorough description (frequently rendered in diagrammatic form)
of actual or intended tasks and of the interrelationships among
those tasks. Such procedural flows or operational sequence
diagrams (0OSDs) may sometimes be supplemented with other analytic
devices such as the fault tree, which provide descriptions of the
alternative ways a task or task-aggregate could fail to be
accomplished in the desired time or at the desired level of

reliability.

|
{

A second requirement is for "data," either in the form of
measures of central tendency (the mean or median) or in the form

of distributions, which can be taken as measures of performance in

each of the tasks included in the aggregate. In some applications,

empirically-derived measures or distributions have been employed,

whereas in others, rational estimates or distributions thought to

p represent reasonable approximations have been utilized where i

empirical data are lacking.

T IR N R

As with data banks, no systematic taxonomy has been developed
for defining or segmenting task sequences. What may be a task

| process with associated "data" at one level may be a small network
of processes at another level, each with its own data which, in

s the aggregate, represent the task.
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A third common requirement is for a set of rules and pro-
cedures for combining estimates of central tendency or distributions
attributed to tasks into overall estimates or distributions repre-
senting the task aggregate. Freqguently, the rules and procedures
employed are those of standard reliability theory where, for example,
the estimated reliabilities of separate components are multiplied
together to yield an estimate of overall reliability, and the time | |
required for each component to accomplish its function is added to
that required by each other component in order to estimate total time

to completion.

At least two problems have arisen in connection with this
approach to human operator modelling. One results from a lack of
empirical data relating to expected performance. In some cases
the data simply do not exist. 1In other cases, the validity and/
or reliability of available data are suspect. In either case,
assumptions concerning expected values or likely distributions
must be made, and these add an additional source of uncertainty

to the modelling effort.

A second problem concerns the rules and procedures for
combining point estimates or distributions. Where the aggregate

contains some tasks that are highly cognitive in content - and

particularly where a number of largely implicit tasks are conducted
in parallel, either by the same ¢ by different operators - the
sum-of~-times, product-of-reliabilities rules of conventional
reliability theory have been found to be suspect. In addition,

there arc some as-yet-unanswered questions relating to the

appropriate shapes of composite distributions made up of
differently-shaped component distributions. These questions are,
of course, of less concern in those approa 8 that utilize a
Monte Carlo approach to generate | Co e distril ion nd

any case, are addressal tha
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Another general observation one might make with respect to
the network approach is that, while it may be suited to the
modelling of discrete activities, it historically has not been
suitable for modelling of continuous activities. Two points must
be made in this regard, however: (1) Most networks were not
developed with continuous tasks in mind; thus, failures of gen-
eralization are not appropriate criticism of the approach per se.
(2) At least one network-based approach - SAINT - has been
successfully extended to include certain families of continuous
variables; thus, there seems to be no inherent limitation to

continuous task modelling via network formulations.

We take the position in this report that networks are not,
in and of themselves, models of human performance, though they may
clearly be representations of system structures in which that
per formance is imbedded. As a result, we have included no abstracts
of these techniques in the Appendix of this report. It must be
recognized that this omission is not intended as a negative comment
on their perceived value or utility in the assessment of system
Performance, which, in our judgment, is quite high. The omission
simply reflects the feeling that the various network techniques
can be more usefully conceived as formal sets of rules and pro-
cedures for defining system structure and that these structures
then provide the mechanism for aggregating data available from data
banks or incorporating functional performance models.

In the remainder of this section we discuss four netlwork
techniques that have been applied successfully to the evaluation
of human performance in man/machine systems. To this set we have
added one other technique -- PERT -- which, while not a structure
for evaluating human performance per se, provides the framework
from which several current techniuues are derived, and which

§

serves as a convenient reference for discussion

A
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The set of four human performance network techniques selected

illustrates quite well the variety of approaches currently
available for prediction of performance. Further, the chosen
techniques demonstrate what we consider to be the strengths and
weaknesses of network methods. It is important to realize that
we have not, by any means, exhausted the useful techniques in

this class. For reviews of other techniques of the types

illustrated here, the reader is encouraged to read Meister's

(1971) comparative analysis of reliability models.
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2.2.1 PERT

The application of PERT follows essentially the formula laid
down above. One begins by constructing a network consisting of
all major activities intervening between the start and the completion
of a task. (Miller, 1963) Particular pains are taken to portray
accurateigrall sequential dependencies implied in the task and to include

activities that can or are intended to be conducted in parallel.

Following completion of the network, three estimates are
made concerning each activity: (1) the earliest possible and
(2) latest possible or allowable times at which it could be
completed; and (3) the most likely time at which the activity
would be completed. It is then assumed that these estimates
represent the end points and mode, respectively, of a Beta

probability density function with mean, tc, equal to

€. * &£ + 4t

e [©) p £
te = .
where to = the ecarliest tinme
tp = the latest time
tf = the mode

; 2
and a variance, o, , equal to
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Vith expected times and variances thus derived for each
activity, one then estimates the total task time, Te’ as the sum
of the individual expected activity times,

and estimates the variance in that time, oZ(Te), as the s

the individual activity variances,

02
t
1 E’i

2 .
g (Te) =

L e I

1

One can also estimate the probability that the task will
be completed as of a specified time - frequently, a desired

project end-date. To accomplish this, one assumes that the
composite of activity completion times has a normal distribution
and than computes the ratio of th=2 area under that distribution
to the left of the specified time to the area under the total

distribution. In units of standard deviation (¢), this becomes

above.

-~

where T_ = the specified time and T, is defined as

There are, of course, many other facets to a PERT analysis.
Ordinarily one is interested in such things as the critical (that

is, the longest) path through the network, the distributions of

Loavp

positive and negative "slack" among activities, etc., for purposes

of controlling a total effort. What is of major interest here,

however, are the strengths and weaknesses of that portion of the

modal sketched abovae,
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This technique has two primary strengths. First, there can
be little doubt that the development of a network in detail

sufficient for the application of PERT forces onz to think

critically about the relationships among activities. 1In specifying

activities at a fine level, the analyst can often determine in some

detail what he does not know and what information he must acquire

to assess the task.

Secondly, the technique provides quantitative information
useful for the ass€ssment of project completion time and provides
a framework for aésessing performance reliability. With this
information and framework, one can hope to characterize the
responsiveness of an intended mission and to consider alternative

configurations.

The weaknesses we see have mainly to do with the means by
which the temporal data characterizing an activity are acquired,
the distributions assumed, and the mathematical simplifications
employed. As indicated, the analysis requires estimates of
earliest, latest, and modal times. These frequently represent
either the opinions of individuals familiar with activities
similar to those under study or the outputs of part-task studies

or laboratory experiments.

There seems every reason to expect that the pattern of
interaction that gives rise to the expert's estimates or the
experimental results will be different from those that will
operate in the task being assessed, unless one is so familiar
with both contexts as to be able to ensure the validity of the

estimates being used for analysis.
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In addition, much concern has been shown in the literature
over the assumption that the time estimations employed in PERT
are fitted into a Beta distribution with a variance equal to one-
sixth of the range between the earliest and latest times. Three
possible sources of error arising from this assuaption have been
studied empirically by MacCrimmon and Ryavec (1964), who found
that exrrors of 30 percent and 15 percent can be introduced into
the calculation of the expected time and standard deviation as a
result of failures to meet this assumption. They also
found that approximately the same sorts of error rates would have
been observed with a much simpler triangular distribution. Thus,
although the Beta-distribution has strong intuitive appeal, it may .

be open to question on empirical grounds.

The assumption concerning normality has more in its favor,

since it is based on the Central-Limit Theorem. The critical
question in any particular application, of course, is whether or
not there is a sufficient number of activities in a sequence to
" justify the assumption that the distribution of sample means is
approximately normal. Meister (1964) mentions in this regard
an unpublished study by Rook, who found that a distribution of
failure probabilities may be considered normal if the nuhber of

parameters exceeds 15.

e s s —— —
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Finally, there is the question of whether or not the mean
and variance of the total task time are egual to the sums of the ;
individual means and of the individual variances, respectively.
Research on this point has suggested that the answer depends
critically on the relative lengths of paths in the network and
the number of activities shared in common by different paths.
This is of great concern, it seems to us, for it suggests that
even when one can be confident of his temporal data and of its
distribution, the very nature of the task structure may preclude

a precise analysis.

It should be apparent that the MacCrimmon and Ryavec

analysis is related only to temporal aspects of the models
assunptions and not at all to the concept of reliability
therein. Since, however, the accuracy of the reliability
assessment is based entirely on estimates of total allowable
task time and on the derivation of expected time, errors in
computed reliability can be expected to be monotonically

related to errors in total expected project time.
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2.2.2 The Siegel and Wolf Technigue

The Siegel and Wolf Model (SWM),which appeared in 1961,
has been of continuing interest to human performance analysts
and recently has been extended to the study of survivability/
vulnerability in nuclear environments (Chubb, 1971). It
embodies some of the network concepts of PERT and, like that
earlier formulation, depends significantly on relationships
between requirod'task times and available task times for measures
of completion probability and stress. Unlike PERT, however, it
is a human performance prediction techniqgque and, even more signi-
ficantly, a technique employing Monte Carlo simulation. It isalso
built upon conceptual structures and empirical observations drawn
from psychology and human factors and, as such, can be considered

a model in its own right.

An indication of the analytic interests represented by SWM

is provided by the following quote:

"It is the purpose of this model to give the equipment
designers quantitative answers to questions such as the
following while the equipment is in the early design
stage:

(1) Can an average operator be expected to complete
successfully all actions required in the performance
of a task within a time limit, T, for a given opera-
tor procedure and a given machine design?

(2) How does success probability change for slower or
faster operators and longer or shorter periods of
allotted time?

(3) How great a stress is placed on the operator
during his performance and in which portions of the
task is he overloaded or underloaded?

(4) What is the frecquency distribution of operator
! L

failures as a function of various stress tolerances
and operator speeds?" (Siegel & Wolf, 1961).




—
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To apply the model, one first performs an analysis and
identifies which tasks are essential to completion of the mission
and which are unessential. For each of these, the following data

are specified, using "the best available sources":

(1) The average time required by the operator to

perform each task.

(2) The average standard deviation about the average
time.

(3) ™The average probability of successfully per-
forming each task. 1

(4) An estimate of the extent to which successful

performance of eachtask is required for completion

of the total mission.

(5) The waiting time (if any). This represents the
time elapsed between the start of the mission and
the sﬁart of eachtask, during which no action can
be taken by the operator.

(6) The next task to be performed given failure to
accomplish a current task.

(7) The next task to be performed given successful

accomplishment of a current task.

Following the determination of these values, one then
computes urgency and stress conditions, which are defined with
respect to the available time and sequential constraints of the
network. (See Abstract Nos. 2 and 3.) A situation is "non-urgent"

when there is sufficient time to complete all remaining subtasks,

assuming average speed and error—-free performance. A situation

is "urgent" when only enough time remains to complete the

required tasks, and it is "highly urgent" when insufficient
time remains to complete these tasks. When ¢ situation is
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"non-urgent" or "urgent," one assigns a stress level with a value

of unity. When it is "highly urgent" the level is defined as

=

the ratio of the sum of the average time required to complete

remaining required tasks to the total available time remaining

in the mission*

=
s = ._-4_1.'_“ > l
l = r[\ U ol

where s. = the stress level

T, = the average time required to complete all remaining

required tasks in the mission

T = the total time available for completing all

tasks in the mission

T[.J = the total time required to complete all tasks through
(i = 1)

. An important part of SWM is its incorporation of the
psychological concept of a "stress threshold." As the authors
note, "Theory suggests that emotion or stress up to a certain
point acts as an organizing agent on behavior; beyond this
point stress acts as a disorganizing agent" (1961; p. 20).
he model simulates this effect by comparing the value of Sy
against a value M, input by the user prior to each simulation

run, as explained below.

*For purposes of simplifying this presentation, where possible, we
shall follow the Siegel & Wolf (1961) notation, rather than that

contained in later publications.
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With the stress levels computed, one then computes the
time required for completion of the sﬁbtask, based on the
assumption of a normal distribution with mean and standard
deviation equal to those specified earlier. A specific value
for a given "exercise" of the model is chosen via a Monte Carlo
technique that samples from the distribution of values assigned
to each subtask. The computational procedure utilized generates
a sample value in which the average completion times and average

deviations:

"(1) are used unchanged when stress equals unity;

(2) are decreased with increasing stress until stress
assumes the threshold value;

(3) are used unchanged when stress equals the threshold
value;

(4) are increased linearly with increasing stress beyond
M until, when stress equals M+1l, the contributions of
Ei (average completion time) and gi (average standard
deviation) remain constant at ZEi and 30, respectively.'
(Siegel & Wolf, 1961). Note: %i and :i are the average
time to complete task i and the average standard

deviation of the average time, respectively.

Finally, one determines whether or not the task can be
considered to have been completed successfully. Critical to the
computation here are the nominal probability of success specified
earlier, the stress level,and the stress threshold. The computa-

tional rule is as follows:
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g 21 (1~p, ¥ {5,-1) _
Py + e = i for s; < M (sec footnote)
| P; =J pi(si+1—h)+(M*Si) for M < s; < M+1
| 2p. - 1 for s. > M+l
i i
N

where p. = probability of successful performance of task i

p. = average probability of successful performance of

task 1
s. = stress level of task i
M = stress threshold

As Siegel and Wolf note, the probability of success thus de-
fined increases in linear fashion with stress,reaching unity at the
stress threshold. At this value, it assumes the average (i.e.,

! input) value, Ei’ and then decreases linearly until it reaches

a constant value.

Since the outcome must be considered to be a binary event, |
a decision as to whether the task was, in fact, completed success-—
fully requires €the (:omp‘xritmn (o3 o with a pseudo-randomly
generated number, R. The decision rule specifies successful
! per formance if P; R; otherwise, performance is considered
unsuccessful.
*An error in the specification of the multiplier is contained in
the 1969 version of this argument. The correct form, analogous
to that given here, is

(]_Pii)(“ii“])

Pyjg * M.~1
j

1)
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In actual use, the computations alluded to above are
performed by computer, which also keeps track of the total time
remaining for performance of the mission. When that time has

]
bean exhausted or when the task has been completed successfully,
the simulation is terminated. At the conclusion of a run, data

ertinent to task completion times and reliabilities are recovered

or analysis.

An important aspect of SWM is its suitability for use in
simulations of the performance of multi-person systems. In this
role, the technique employs a number of self-contained models to

letermine expected task time as a function of group performance

0

'O

roficiency, overtime load, morale, number of persons, and

nominal (average) time.

Some feeling for the amount and specificity of data
reguired as inputs to the Siegel and Wolf group simulation is

provided by the authors' listing of "mission data" that must

any the definition of each action unit (task) in a total

crew assignment:

(1) The average time hud in tenths of hours, required to
complete action unit u on day d.

(2) An indication of whether or not hlld represents a
fixed time period, a variable time period, or a
time-limited period. A time-limited period is one
that must end by a specified time of day regardless
of the starting time (variable G, fixed = 1,
limited = 2.

(3) An indication of whether or not the action unit
performance is to be repeated or improved in the event
that performance efficiency does not come up to expecta-

tion (no repetition 0; repetition or touch up LY «
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(4) An indication of whether or not communication between

stations is required on this action unit (yes = 1, no = 0).

(5) The carry-over code that specifies the importance of the

action unit:

essential =
postpone to avoid overtime = 2

postpone if crew morale is _ 3
below the threshold

ignore to avoid overtime = 4

(6) The orientation values of the action unit:

lnal; S

benefit to indivic
ud

benefit to crew, qu

i Y

benefit to mission, M A

(7) The type of action unit--an indicator of the preference in

selecting group members:

normal, prefer primary specialty 1
training, prefer alternate specialty = 2
3

difficult, insist on primary specialty =

(8) A prior action unit number G, that must be completed

1d
efore action unit u can be initiated.
(9) Indicators e ,q to specify for cach equipment system whether

or not it is required to accomplish the action unit (yes

no = 0 for each equipment, e). (Siegel & Wolf, 1969, pp. 71~-72).

In addition to these, the model makes provisions, e-sh(-r«'
‘relevant, for use of a variety of input data relating to equipm
used (failure rates, repair times, etc.), to personnel parameter
(training and operational experience, proficiency, etc.), to

crew cohasiveness and morale, etc

1,
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The ability of the group simulation model to predict empirically
and independently verifiable outside criterion data has been tested
in the context of a realistic nuclear missile submarine training
mission (Siegel and Wolf 1969). This check on the validity of the
model had a number of specific purposes: (1) to compare the model
predictions of required crew composition with results obtained
from field experience; (2) to compare model predictions of average
crew proficiency, supervisor satisfaction, and number of unessential
work units remaining unperformed with estimates of those parameters
by operating personnel; and (3) to assess the internal consistency
of results relating crew efficiency, productivity, cohesiveness,
and morale as a function of crew size. The predictions made by the
model appeared to accord well with the expectations and predictions
of FBM personnel, indicating, from the authors' point of view, a

generally valid model development.

In addition to the benefits derived from analyzing operating
procedures in sufficient detail to develop the network representa-
tion, SWM has a number of significant virtues. One is a mechanism
for modifying performance in accord with stress. A second is the
Monte Carlo component of the technique. Rather than predicting a
judgment of the performance of the system on the sum of single
subtask expected values, as in PERT, SWM expressly considers that
operators will differ in their performance of the same subtask and
that the same operator will exhibit d_i"c&*s in successive
repetitions. This capacity to encompass both within-operator and
between-operator variability is, in our judgment, an important
desideratum in performance modelling. A third is the ability to

address multi-person systems problems.

|
|
|
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Weaknesses that we see are similar in some respects to those
encountered in PERT. There is, first of all, the question of
whether valid structural representations and data can be assembled
for a system in which possible interactions may be only dimly
i understood. Secondly, there is a question concerning the soundness
of the assumption that the means and standard deviations specified
? are, in fact, the means and standard deviations of normal distri-

f butions. Though such an assumption might be justified, as in PERT,
i in terms of the Central Limit Theorem, results of a very recent
study by Mills and Hatfield (1974) suggest that the three parameter

Weibull (or weighted Weibull) distribution may provide a beticr fit.

Thirdly, we have some concern over the ability of SWM — or,
indeed, any network technique — toyield accurate predictions of
performance in situations where observable task density is low
(as, for example, in tasks requiring a great deal of monitoring
and signal detection but only occasional system input) or where
the performance of several operators functioning in parallel must
be assessed. The first of these situations is of concern not only
because the network itself is difficult to construct when activities
are largely implicit, but also because sufficient characterization
of those activities for purposes of assembling parametric input data
may not be achievable. Our concern in the latter situation is
that the reliability of the estimate may, as in PERT, depend on the
network configuration and the degree of interconnectedness of the

tasks.
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2.2.3. SAINT

Unlike PERT, SAINT (Systems Analysis of Integrated Networks
of Tasks) is a network technique that embodies a variety of types
of process branching, a set of alternative distributions for use

in modelling individual task elements, and a Monte Carlo procedure

for sampling from the distributions specified. Designed to capture
the best features of the Siegel and Wolf approach and the networking
and symbol manipulation capabilities of GERT (Graphical Evaluation
and Review Technique; see Pritsker and Happ, 1967), SAINT contains
a Fortran-based user language and a formal symbolism within which

to represent and code critical parameters at each network node.

SAINT has been employed in a wider range of system modelling
contexts than any other network approach identified in this review.
The following are illustrative:
1) Choice reaction time (Hann and Kuperman, 1975)
2) Remotely piloted vehicle/drone (RPV) control facility
(Wortman, Duket, and Seifert, 1975)

3) Digital Avionics Information System (DAIS) design
(Kuperman and Seifert, 1975)

4) Hot strip mill process control (Maltus and Buck, 1975)

S Airborne warning and control systems (Mills, 1976)

In this section we shall attempt to highlight those charac-
teristics of the technique that appear to play major roles in its
utility and generality. Readers interested in specific applica-
tions and in the design philosophy and internal organization of
SAINT are urged to read the above references and the system

documents provided by Pritsker et al (1974) and Wortman, et al (1974),

respectively.
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2.2.3.1 Task Concepts

As in PERT and SWM, tasks are related to each other in SAINT
by precedence relationships. These prececdence relationships
specify the flowof operations through the networkx and indicate
which tasks can be started as a result of the completion of given
prior tasks. Unlike PERT, the completion of particular tasks in a
SAINT network can modify precedence relations among later tasks,

thus altering the flow through the network. ‘

| A given task has associated with it input, task, and output
parameters that specify the number and nature of predecessor
tasks that must be completed before the task in cuastion can

be begun, characteristics of the task and statistical information
to be collected and the branching (to other tasks) to be performed
at its conclusion, respectively. A brief summary of important
parameters, in addition to those that specify flow through the
network, is presented below for the purpose of highlighting

the modelling flexibility that is achievable through the SAINT
technology:

2.2.3.2 'ask buration

The time to perform a task is specified in terms of a desired

sampling distribution and a parameter set identified by the user.

The following distributions are available: 1
1) Constant 7) Beta
2) Normal 8) Gamma
3) Uniform (Rectangular) 9) Beta fitted to three values
4) Erlang 10) Scaled constant
5) Lognormal 11} Trianculaz

6) Poisson
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If none of the above functions are appropriate to a given
task, but an alternative can be specified, the SAINT language
provides a means by which the user can write the alternative

function as a subroutine and employ it in the simulation.

2.2.3.3 Task Essentiality

SAINT provides a mechanism whereby tasks may be graded in

terms of their essentiality to the total system missior. When,
during simulation of the mission, remaining time grows critica!ly
short, less important tasks may be skipped in order to assure the

completion of essential tasks.

2.2.3.4 Task Type

Six possible task types can be defined in SAINT:

1) Single Operator Task

2) Joint Operator Task

3) One of several operators (first to become available
completes job)

4) Hardware Task (no human operator)

5) Cyclic Task

6) Gap Filler Task (completed only if time availablé)

2:2:3:5 Task Output

After a task has been completed, a decision is made as to
which of n tasks should next be started. Since the set of possible
next tasks is defined by the network, this decision results in
the selection of m from among the n possible branches connecting
the completed task with remaining tasks. Five decision rules

are implemented in SAINT:

P = i e . e A 0 b e S
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1) "Deterministic," in which all n branches are selected.

2) "Probabilistic," in which one branch is selected on
the basis of a random number drawn from a uniform
distribution.

3) "Conditional, 'take first'," in which the first branch
staisfying a specified condition is selected. Possigle
conditions are (a) associated task complete; (b) accrued
simulation time equal to or less than a specified time;
(c) associated task not completed; (d) accrued
simulation time greater than a specified time.

4) "Conditional, 'take all'," similar to the preceding rule
except that all m branches satisfying stated condition
are taken.

5) "Modified probabilistic," similar to "probabilistic," :
except that branch probabilities are qualified by the
nunber of previous completions of the task from which

the branches emanate.

2.2.3.6 Statistics Collected on Tasks

Five types of statistics relative to temporal aspects of
performance can be collected and tabulated in SAINT.

1) Time of first completion of a given task

2) Time of all completions of a given task

3) Time between (successive) completions of a given task

4) Time required to complete a given task

5) Time elapsed from complelion of the first predecessor

tasX to the start of a given task.
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In addition to those parameters that characterize task
structures in SAINT, there is a set that characterizes the opera-
tor (s) and that serves "to make a mission operator-specific"
(Pritskex, et al, 1974; p. 17). The essential members of this

set are summarized briefly below:

2.2.3.7 Operator Speed

Values assigned to this parameter reflect differences in
task performance time caused by differences in prof
(e}

iciency and
f o

training among individual operators and groups perators.

2.2.3.8 Operator Aeccuracy

Values assigned to this parameter reflect differences in
performance accuracy due to differences in proficiency and training

among individual operators and groups of operators.

2.2.3.9 Operator Stress Due to Workload

As in SWM, the stress imposed on an operator is defined as
the ratio between the time required to complete remaining tasks
and the time available to complete them. In addition, the basic
SWM principles associated with performance accuracy and time as

a function of stress level are contained in® SATNT.

2.2.3.10 Goal Gradient

The commonly observed increase in the nominal accuracy of
performance as one nears completion of a task can be simulated.
To approximate this effect, the SAINT user prescribes, for each
modelled operator, a value reflecting the percentage of mission
completion required before onset of the gradient. The gradient
itself is produced by adding to the nominal probability of success
a value whose size is a direct function of the extent of

prescribed task completion.
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2.2.3.11 Comment

As a simulation utility that employs a bottom-up approach
to performance prediction, SAINT is probably without peer at this
time. It incorporates what we consider to be the most satisfactory
concepts with respect to task and operator parameters identified
in SWM, and employs a high level language that is easily learned
and manipulated by the user. Further, the very flexible branching
structure and the capability for changing the seguence of
subsequent tasks offer what is perhaps a unique opportunity for

the simulation of system missions with broad dynamic range.

Like other network approaches, however, the validity of
SAINT's predictions is only as good as the completeness and
validity of the set of individual performance models underlying
them. Where in a real mission, for example, stress is only
partly a matter of required tempo, SAINT prediction's concerning
task branching and performance accuracy may be misleading. The
point here is an obvious one and has been made by us and by others

in connection with other bottom-up approaches. The matter is,

nonetheless, of continuing concern.
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2.2.4 Lockheed-Georgia

-

Because it is oriented toward establishing the safety and
reliability of systems, the Lockheed-Georgia technique (L-G) is

concerned explicitly and almost entirely with the identification and

assessment of failure modes in complex man-machine systems.

It represents an analytic approach to performance prediction

as opposed to the synthetic approzch employed by the three
techniques reviewed above. In the study of alternative configura-
tions of men and equipment in All-~Weather Landing Systems (AWLS),
from which the material for the current discussion was drawn, the
technique employs point estimates of reliability selected from
data banks, the human factors literature and, in one instance, a
model of human scanning and detection performance (Adkins et.al.,
1967). The technique employs the concept of fault-trees and utilizes
the standard conventions of reliability theory for aggregation of

reliability data contained in those analytic structures.

The Lockheed-Georgia AWLS technique is intended to answer

the following questions:

"l. Do the demands that are placed on the pilot in terms
of oral, visual, and physical requirements at the
critical phases of landing and the multiple task
situations impair safety or have disorientative
effects on the flight crew?

2. What is the adequacy of the visual command and
position information as well as of malfunction clues?
3. What is the distribution of work load among crew

members?
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Is the visual scanning pattern optimum such that

maximum error-free assimilation of data can be

achieved? 1Is the location of instruments and controls
optimum?

Are redundancy and/or monitoring provisions presented

in a manner that accomplishes the desired objective?

Are these provisions effective, and usable?

As an example, the copilot flight direction informztion
may serve as backup for that of the pilot, but is there any
effective redundancy if the copilot is looking out the
window in an attempt to establish visual contact

with the ground while the pilot is totally concentrating
on his own instrument system?

What 'is thQ1£robability of inadvertent actuation or
rcsponso'ﬁbrgh'givon task? Also, what is the sus-
ceptability to misinterpretation or misreading of

visual diéplays?

What is the adequacy of the feedback as a result of pilot
action during the critical phases of flight?

Does the sequence of tasks being performed during the
landing operation yield maximum efficiency and minimum

AL}

error probability on the part of the crew?
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4 As in almost all techniques of the network type, the first

step in the L-G approach is a comprehensive analysis of the

tasks and subtasks that must be accomplished, the time required
to complete each, and an assessment of the eriticality af
successful completion. Since in the AWLS project, the displays
and controls employed in the tasks/subtaskswere of direct concern,
this analysis included a study of "informational input" and

"control output/feedback" to the pilot and crew.

From this task analysis and a parallel analysis of system
hardware and control functions, fault trees were constructed that
depicted the ways in which the mission (in this case, a successful
landing or successful go-around) could fail, and the ctiology,
in terms of malfunctions of equipment and incorrect responses
on the parts of operators, associated with each of these failure
modes. Reliability data were then drawn from a variety of data
banks (e.g., AIR Data Store, Titan II, Aerojet General) and

posted to appropriate branches of the trees.

As noted above, the degree of success with which various
displays and controls could be used by operators was considered to
be critical to mission outcome. Further, it was considered that
degree of success was related monotonically to the location of the
required display or control on the instrument panel. Given this
assumption and the obvious impossibility of locating all
instruments at the most desirable location (panel center), an
empirical model based on detection and response probabilities as

a function of off-axis scanning provided inputs to branches

associated with failures in input or feedback of

information.
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The nominal probability of occurrence of a given failure

mode identified in the tree was then assessed as unity minus the
product of success probabilities posted to branches leading to
that mode. 1In the AWLS application, however, it was important to
consider that occurrences of given failures might only be critical
to success if they occurred at certain times in the landing sequence.
In such instances, rate of failure production (as related to duty
time, mean-time between failure, etc.) became important. Where
relevant, then, probability of success is defined by the standard

reliability equation.

Pr = e_t/m where m = 1/f

and P _ = probability of success
t = duty time |
m = MTBF |
£ = failure rate t

There are many other facets to the L-G approach that make it
useful in the assessment of complex aggregations of procedures and
hardware. One is ASSET (Advanced System Safety Engineering Tech-
niques),which contains a large set of programs for computing the
reliabilities of different types of series, parallel, and redundant
man/machine networks and of deriving from their nominal reliabilities
an estimate of the associated "safety" level, based on load factors,
approach patterns, ground control accuracy, etc. A second is the
transformation of historical accident data into "hazard" information

that can be used in assessment of the criticality of wvarious failure

nodes.
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2.2.5 THERP

Another tree-structure approach to performance prediction
is the Technique for Human Error Prediction (THERP) developed by

Swain at Sandia. This technique has been discussed in a

variety of different contexts (sec, for example, Swain and

Guttman, 1975; Swain, 1964; 1973; 1974) and has been reviecwed
at length by Meister (1971).%* In view of this exposure, we shall

discuss only what we consider to be the highlights of the approach.

It is interesting to note that the developers of THERP do not

consider their approach to be a model in the classic sense:

"The term 'model' has several meanings, and is used
loosely in the behavioral sciences. For our purposes in
describing THERP (Technique for Human Error Rate Predic-
tion) we will use the narrow meaning of 'model,' defined
as "a set of relations and operating principles.
Although this may slight some who are interested in
theory development, THERP was developed as an applied
technique, for use as a fast and relatively simple method
of providing data and recommendations to systems designers
and analysts who require a quantitative estimate of the
effects of human errors on system performance.

"THERP is not a model in the usual sense of a
hypothetical analogy, although it is regarded as a
modest form of mathematical (Boolean) modeling, repre-
senting behavior variability by simple equations dealing
with equipment parameters, human redundancy, training,
stress, etc." (Swain & Guttman, 1975; p. 116.)

*An up-to-date bibliography of Sandia reports on THERP is
contained in the Sandia Corporation publication, "Description

of Human Factors by Sandia Laboratories," Sandia Corp.,

Albuguercque, New Mexico, January, 1976.




Report N

6 Jolt Beranek and Newman Inc.

As noted by Meister (1964), THERP is an iterative procedure
consisting of the following five steps (which may or may not be
accomplished and re-accomplished in the same order, until system

failures resulting from human error are at an acceptable level) :
S|

" (1) Define the system or subsystem failure which is to

be evaluated.

(2) Identify and list all the human operations performed
and their relationships to system tasks and functions.

(3) Predict error rates for each human operation or group
of operations pertinent to the evaluation.

(4) Determine the effect of human errors on the system
or subsystem failure rate as a consequence of the

estimated effects of the recommended changes." (p.630)

As in all other network techniques, the first two of these
steps aim to formalize the tasks under study and to yield a
specification of their interrelationships. The outcome of these
prior activities is a diagrammatic task analysis in the form of
a tree structure that represents subtask elements
as nodes and probabilities of successful and unsuccessful

accomplishment as branches. The data for these later estimates

came originally from the AIR Data Store but more recently represent

stimates derived from empirical research conducted at Sandia Corp.

>4 1

(Swain ., 1374.)

1

When the tree structure has been completed:and probabilities

N

have been posted to its branches, the branch estimates are
A ’

aggregated in order to derive a mecasure of system or subsystem

i

performance. The estimate of intercest here from a systems point

of view is the probability that if a failure occurs (either in
the hardware or human element or in both jointly), that failure
will result in degradation of system performance

——
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2,250 Prediction and Aggregation of Error Rates

The assignment of branch probabilities and their aggregation
are critical activities in the exploitation of THERP. As we have
said, information from data banks represents an important resource
in the first of these tasks, but the retrieval, selection and
application of this information is indirect and highly judgmental
in character. Swain (1964) points out that the "predictions" of
error rate posted to branches in the probability trees are
ordinarily made by a team of project engineers, operations
researchers, safety engineers, and human factors specialists who,
in the aggregate, are intimately acquainted with the detailed
functioning of the system being modelled, the equipment being
used, environmental factors obtaining, etc.,and with the interac-
tions that may occur between system events. Furthermore, a
variety of different values, from one or more point estimates of
average rate, to "fiducial" points reflecting, for example,
estimates two or more standard deviations from the mean, are

predicted, depending on the requirements of the problem.

After error rates are determined, estimates are then made,
again by experts, that errors of the specific type or class
identified could result in system failure. The probability of a
failure is then modelled as the product of the probability (Fi)
that each error identified, i1if it oecurs, will result in the
failure and the probability (i’i) that a system oparation permitting

the error in question to be made will occur.*

*Swain points out that the definition of P, may vary, depending
upon the application: "...P, may result from P, or P, where P, and
are human errors. Thus P,: f‘] FPo>~P3P3. ©Or, Pj may be the joint
probability of P; and ['2,1\th4'w Py is an error and Py is an equipn
defect or some other factor which, when it occurs, sets up a potent
failure condition only if a human error (P}) also is made. Thus
N ) &,
f’i Llf’:{. (P.632)

e e e e A T B e e 75 O D P P o4 YT O M S S0 07 -
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The total system failure rate resulting from errors in human

performance is given by the expression

n
Q, = 1 % [B (1~Q. 1]
t k=1 k

where Qt = the probability that one or more failure conditions
will result from errors in at least one of n classes of errors,
and Q is the probability of one or more failure conditions that

exist as a result of Class k errors occurring in n operations.

2.2.5.2 Assumptions Concerning Human Performance

THERP makes a number of important assumptions concerning
human behavior and performance. Among them are the following:
1) The standard deviations of the distributions of error
rates for two tasks that are similar are proportional

to the means of the distributions for those tasks.

2) Where two operators work together, the reliability,
R, due to redundancy is given as
l—(l_R]-)A,_(__P]-) + »I»R} (’]3)

R = —m bt =

T 1 + T 9

where R, 1s the reliability of a single operato: J R -
percent of time the second operator can obscrve the first

and T, is the percent of time remaining to complete the task

2
(Meister, 1964). The probability of one person's detecting
another's error when error frequency is low is equal to 0.85.
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4)

Denoting the probability of error in an important time -
critical task on which errors occur infrequently as p,
the probability of making an error on n repetitions of
the task is equal to 2p(n-1), up to a limiting value of
1.0,

For conditions of little time stress, the probability of
error on the first repetition can be approximated as the

sguare of the probability of error on the first trial.
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2.2.5.3 Comment

Used by human factors engineers intimately familiar with the
design and operation of the system whose performance they are
attempting to predict, THERP and the L-G approach appear to be
successful techniques. The concentration of analytic activity
prior to the actual construction of -the network and aggregation
of assigned probabilities serves the extremely important function
of aiding the identification of system missions that could easily
be compromised by unreliable performance of men, equipment, or their

interaction.

It is important to note that there are a number of pitfalls
associated with the fault tree approach, particularly when it is
employed in the context of an incompletely specified system.

Fussell (1974) has accumulated these into three basic categories:

1) oversight and omissionof potential failure modes and
their outcomes,

2) application of poor or inapplicable failure data or of
incorrect assumptions to highly complex systems, and

3) failure to account properly for mutually exclusive events

that occur in the same tree.

To the extent that these pitfalls can be avoided through the
involvement of knowlaedgeable personneal and with the computer aids
to fault tree analysis that are beginning to appear (see, for
example, Vesely and Narum, 1970), this technique represents :

valuable tool for performance prediction.
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In this section we have briefly reviewed five performance

prediction techniques that employ network methods. 1In the

aggregate, these techniques illustrate the following:

1)

2)

3)

4)

(8]
—

The use in analytic and simulation approaches,
respectively, of point estimates and of distributions

of task completion time and reliability.

The use of data bank information and/or information

generated from individual task performance models.

The use of three different concepts of reliability:
one based on the ratio of total required task

time to total available time; a second based on
empirically determined probabilities of successful
(or unsuccessful) performance with no explicit time
constraint; and a third based on estimates of mean-

time-between failure and required duty time.

Two essentially different approaches to the
assessment of reliability. One of these is
synthetic in nature, reaguiring representation in
network form of all tasks and activities that must
be accomplished in order to complete a mission.
The other is analytic, requiring representation of
those tasks that, if accomplished incorrectly, will

result in an unsuccessful mission.

The use of gualitative contextual information to
sharpen time and reliability estimates made on the
basis of historical data from the experimental

literature or field experience.




Report No. 3446 Bolt Beranek and Newman Inc.

This set also illustrates the difficulty of maintaining
a distinction between "models" of the type that form the major
substance of this report and what we have chosen to call "network
techniques." At least one of these — SWM — is a legitimate

member of both categories.

In the discussions above, we have made a number of comments
regarding characteristics of the network approach. It is

appropriate here to summarize these points:

1) There seems little doubt that consideration and
evaluation of a system process in enough detail so
that procedure networks and/or fault trees can be
constructed is of value in highlighting aspects of
performance that are critical to mission success.
The value of this activity would, in our judgment,
be high even if no subsequent attempt were made to
employ the networks in a predictive fashion through
the aggregation of branch reliabilities and/or
completion times. From this point of view, the
network approaches have the same general heuristic
value that has been assigned to the use of decision
trees inmedical diagnosis (see, for example, Lusted,

1968) and flow charts in computer programming.

2) Except where directly relevant experience with
similar tasks in similar contexts exists, distri-
butions of within opecrator and between operator
performance times and reliabilities must be assumed
in the characterization of subtask components.

There are few principles to guide a choice among

possible distributions or to quide a set of choices
in the event that different subtasks might be thought
to have different distributions.
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In those models where voint estimates are

combined over a set of subtasks, there are few
principles to guide the selection of a composite
distribution, except, possibly, the Central Limit
Theoremn. (Even here, there may be some doubt con-
cerning the number of individual activities required

for a valid assumption of normality.)

Even where one has considerable confidence in either
point estimates of distributions of subtask completion
time and/or probability of success, the nature of the
interrelationships among subtasks in the network may
preclude accurate prediction of total task parameters.
The matter is of only minor concern where a single
individual may perform more than one operation at given
time {(e.g., as in a pursuit tracking task) but is of
significant concern where multiple operators perform

in parallel. At the very least, one must be concerned
about the combinatorial rules used to aggregate subtask
data, and be prepared to find that the product and
summation rules drawn from standard reliability theory

do not afford adequate approximations.

There are no direct mechanisms within the models by
which to assess such factors as within-subtask learning

and time-sharing.
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6) The approac may not yield acceptable predictions

when the observable subtask density is low and/or is
composed of activities which are largely cognitive

in content.

Two points must be made concerning these alleged difficulties.
First, most can be addressed experimentally by comparing the actual
performance of operators with the predictions of the models. An
example of this approach is provided by the work of Mills & Hatfield
(1974). Following this approach,one could examine the consequences
for total task prediction of network complexity, network density,
and subtask character (implicit vs. explicit performance) and
could then derive appropriate combinatorial rules under different

conditions of time stress and operator sophistication.

Secondly, one might find that certain simplifications

(such as the assumption of normality or use of a product rule) do

s

not introduce errors of sufficient magnitude to invalidate their

use.* As Knowles, et al (1969) have noted,

"Fortunately, the 'if-then' nature of system-level
evaluations based on analytical models early in the
design cycle suggests that a high degree of absolute
precision in human performance data may not be a

prime requirement. In most cases system configurations
are compared with one another to determine the bhest of
several potentially acceptable designs. 1In the rest of
the cases the problem is to arrive at a ballpark estimate
of system performance, or to allocate performance reguire-
nents so that potential trouble areas can be identified,
or to set criteria for suboptimization of parts of th
system." {P= SBLF-

*A case in point occurs in a study by Adkins, et al (1967) of ti

b
reliability requirements for all weather landing system: Th
authors were able to show that almost no matter what gratuitous
assumptions were made about the performance of the pilot and co
pilot, the reliability afforded by a particular conficuration of
auto-pilots made mandatory their choice as the prime control

clement.
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2.3 Control Theoretic Models

By control-theoretic models we mean those models that have
their analytic bases in control theory and statistical estimation
and decision theory. Traditionally, these models have attempted
to describe human performance in continuous control and monitoring
tasks. The emphasis has been on models that describe the human
operator as a system element in a feedback control loop. In this
context, models exist for continuous control (manual control),
for instrument monitoring, and for detection of and adaptation to
abrupt changes in a system (such as would occur in a failure). 1In
addition, approaches to incorporating stress effects in these
models, especially those stresses associated with attentional

demand (i.e., workload), have been developed.

Control- and decision-theoretic models could be useful in
the analysis of various phases of command and control problems
such as those associated with RPV control. For example, the
problems of monitoring and controlling separation between RPVs,
including those imposed by sharing attention in the control of
several RPVs, may be amenable to analysis with such models.

Of course, the most likely area of application in command and
control would be in problems of continuous control, e.g., the

"terminal" phase of the RPV mission.

Models of this type have been developed largely by systems
engineers with a primary interest in predicting total man-machine
system performance. This history has had a direct impact on the
characteristics of the models that have emerged. Thus, the models
are not intended to provide structural analogs of the human operat
though some do incorporate a degrec of structural similarity.

The models tend to describe hum in performance at the system level

3

and in system terms. Concern is more with the operator's continuous




|
|
|
f
|
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interaction with the system, as demanded by closed-loop analysis,

than with his response to discrete events.

o

The system approach used in manual control models has impli-
cations for the level of detail at which man-machine interface
problems are addressed. In the display area, for example, the
principle concern has been with the information reguirements of
a task rather than with the human engineering aspects of display
design. Thus, applications of the models have generally addressed
the question of whether the information provided to the controller
is adequate to achieve reqguisite performance with acceptable work-
load and, if not, what information is necessary. The effects of
display layout on performance and workload are also treated (by

the visual scanning models). However, display questions related

‘to display readability such as color, brightness/contrast,

=
e

near vs. rotary indication, inside-out vs. outside-in, etc.,
are largely ignored in manual control analyses. Though there
has bcen some recent work on control stick design using manual
control models (é.g., Levison and Houck, 1975), detailed analysis and

design of this aspect of the system interface has been missing.

Control-theoretic models cenerally reguire as an
input a relatively detailed, analytic model of the "machine"
to be controlled and/or monitored. This occurs because the
ultimate form of the model or its parameters reflects human
adaptation to the task to be performed and, furthermore, because
these models are generally appropriate only for skilled operators
who dre attempting to act rationally to achieve well-defined
objectives. Finally, we note that the models have been applied
principally in the area of vehicle control. Only recently have
the model structures and notions been developed that suaggest

;

the potential for application to problems in which human con




Report No. 3446 Bolt Beranek and Newman Inc.

actions are infreguent and in which monitoring and decision-making

are the operator's main activities.

2.3.1 Models for the Human Controller 4

Sophisticated mathematical tools have been employed in an
attempt to develop analytic or computer models that will predict
accurately the performance of human operators in continuous
control tasks and a number of different models have resulted.

These include, for example, sampled-data models (e.g., Bekey,
1962), finite-state models (e.g., Fogel and Moore, 1968), learning
models (Preyss, 1968; see Abstract No. 4), and so on. Although many
of these models have interesting and useful features, it is fair
to say that, at present, the manual control field is dominated

by models based on control theory developments, namely, quasi-
linear describing function models, fixed-form parameter optimiza-
tion models, and state-space optimal control models. This review
will focus on these dominant models. However, because of their
potential for incorporation in total mission models, simulation
models for manual control will also be discussed (including
simulation versions of the dominant models).

2.3.1.1 Quasilinear Models

The human controller is a complex control and information
processing system. It is generally acknowledged that he is
adaptive, time-varying, frequently non-linear, and that his
behavior is stochastic in nature. Such systems are, of course,
very difficult to analyze and characterize. However, there has

been considerable success in applying quasilinear describing

function theory to the problem of modeling human control behavios
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The development of quasilinear theory and its application
to manual control was pioneered by Tustin (1944), (1947). This
work and that of Russell (1951), Elkind (1956), McRuer and
Krendel (1957), and McRuer, Graham, Krendel and Riesner (1965)
resulted in a set of guasilinear models that are gquite adept at
predicting human control behavior in the simple, but important
class of problems involving compensatory tracking with a single
display and a single manipulator. The work is well summarized

in the excellent report of McRuer, et al. (1965) and in several

surveys (e.g., Elkind 1964; Young, 1973). A very userual,
up-to-date discussion (which includes more advanced aspects of |

the model, including multiloop analysis) is the recent monograph
of McRuer and Krendel (1974). This monograph also contains a

bibliography of applications that is quite extensive.

Quasilinear models concentrate on human control strategies
and tend to deal with information processing behavior in an
explicit fashion only when overt wvisual scanning is an integral
part of the task. The guasilinear model for human control per-
formance consists of a describing function that accounts for the
portion of the human controller's output that is linearly |
related to his input and a "remnant" term that represents the
difference between the output of the describing function and that

of the human controller.

The linear describing function portion of the quasilinea:

model takes on various forms depending on the precision with

which one attempts to reproduce the human controller's chara
teristics. A fairly large body of data can be accounted for by
a model of the form (McRuex, Graham et al., 1965)
Jurklc s ]
. 1 t
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This describing function is composed of factors related to some
human limitations, namely, reaction delays (1) and lags attrib-

of factors used to

uted to the neuromuscular system (T

model the human's adaptive equalization characteristics.
& o

The most important, and perhaps most elegant, result of
quasilinear manual control theory is embodied in the "crossover
[~

model" (See Abstract No.5) which relates Y (jw), to the transfer
p

function of the controlled element, Yc(ju ., by the equation

Yp(jm) Y. (Gw) = e i (2)

where W is the crossover frequency and Tg @n effective time
delay. The crossover model is a mathematical statement of the
observation that human controllers choose their equalization
characteristics so that the closed-loop system dynamics

1

approximate those of a "good" feedback control system. The

parameters of the crossover model ) and t_, or those of
’ ~ C

equation (1), are generally task dependent; values for them
have been traditionally selected on the basis of verbal adjust-
ment rules that are, in turn, based on considerable experimental
data. The crossover model is intended to be accurate only at
frequencies in the vicinity of W, - However, this is often all
that 1s necessary to adeguately specify the closed-loop dynamic
characteristics of a single-loop system. On the other hand, it
may not be sufficient to predict detailed system perFformance
particularly if there is a substantial remnant component in the

controller's regsponse.
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Thus, the crossover model codifies a large body of data,
is easily understood,and permits reasonably complex single-loop
systems to be analyzed simply (sometimes with just paper and
pencil). A limitation of the model is the task dependence of
its basic parameters and the requirement for verbal adjustment
rules for their selection. These adjustment rules work well
enough within the domain in which they were developed and
empirically validated,but difficulties arise when one attempts to

predict results in new situations. The problem would be more

manageable if cach new variable considered had an effect on the
model parameters that could be predicted independently of other
variable changes, but this is not usually the case. Thus,

unless a particular combination of conditions has been studied

empirically, the basis for predicting results for these conditions
is tenuous; one is forced either to develop a catalog of all
possible combinations of conditions or to invent a model, onc

level removed, that provides formal rules for setting parameters.

The describing function approach to multi-input, multi-
output manual control systems is based on the multi-loop analysis

techniques of classical control theory and on the methods and

insights developed for the single-loop systems. Unfortunately,
the attempt to extend single-loop results to multi-loop manual
control problems turns out to be an enormous step for a number
of reasons. First, there is the problem of predicting what

loops the human will close. There are always alternatives and,

"

generaily, the structure cannot be "identified" uniqguely from

data in multi-loop situations (see, e.g., Stapleford, Craig and
Tenant, 1969) . #% Thexefore,; it 1 necessay to pos ulatce Lloop

*What data there are for multi-lor describing functions (Stapleford,
McRuer and Macgdal S0 3 LO96 7 ¢ 1‘.'&:»‘-“(\1‘1, Crailg and Tenant, 1969;
Weir and McRuer, 1972) indicate that, in general, single-looj

rules s to arply for “outer 1o " but not noect arily foq

" " .
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structures and, often, to employ fixed-form models

Of course, each describing function in each

adjustable parameters that must be specified —

single—~loop case, they are task—dependent.

unicque for fixed conditions, loop closures will

and

in

and,

as

each

loop will have

also depend

display and control system design in a complicated fashion.

Besides being non-

on

The determination of the multiplicity of pilot parameters must

be done iteratively.

associated with the single-loop crossover model evaporates, and

one is confronted with substantial problems with re

prediction and computation.

-
S}

The situation with respect to the remnant portion of the

quasilinear models is less well developed.

remnant in quasilinear manual control theory

i,

The

=

that,

in

current view

the

of

Thus, the simplicity and ease of calculation

sect to both

absence of display scanning, remnant is due largely to irreducible

stochastic variation in the human operator*

1974, p. 65).

portion of the contreoller's response, although

contribute to remnant.

empirically obtained first-order noise spectra injected at

operator's input (McRuer and Krendel, 1974,

and have been used to predict remnant

(see, e.g., Allen, Clement and Jex, 1970). However,
model does not appear to yield entirely adequate results
predicting remnant (Machuca and Lind, 1971) and, becau
interactions between loop closures, ning strategies,
appears to be difficult «to use.

*This interpretation is made explicit in the optimal co:
model and leads to a method for predicting remnant (s

(McRuer and Krende

Models for single-loop

P

elaborate models for multi-display scanning have been deve

such

remnant

errors

34) .

consis

Fairly

in multi-loop situat

the

]

’

Remnant is not error in modeling the deterministic

could

4
.

'!(1‘

t

“
o
i

of
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Finally, we should mention the fact that describing funct
models are frequency-domain models whose data base is strictly
valid only for stationary, random inputs. The describing func
is not the pilot's transfer function. There have been efforts
to develop so-called dual-channel controllers that will allow
gquasilinear approach to be extended to problems involving step
inputs, pursuit tracking, quasi-predictable inputs, etc., and
these have had some limited success (see McRuer and Krendel, 1
p- 48).

2.3.1.2 Fixed Form, Parameter Optimization Models
In an attempt to overcome some of the problems associated
with selection of parameters of describing function models
according to verbal and empirical adjustment rules, some inves
tigators have used fixed-form models (FFM) with the parameters
of the model selected so as to optimize some criterion. Becau
the fixed-form models have the same or similar forms as the
observed describing-function models, they are generally consid
ered to be of the same class of models. However, this view
is not strictly correct and is responsible for some confusion
with respect to the interpretation of remnant; in the FFM case
the spectrum of the modeling error is sometimes considered to

be the human operator's remnant.

The most interesting of the FFM approaches was first
proposed by Anderson (1970), and has comz to be called Papel
Pilot (sece Abstract No. 6) after the computer implementation of
the method (Dillow, 1971). fThe distinctive feature of Papen
Pilot 1is the assumption that the human pilot chooses an

equalization strategy that minimizes a cost expression that

incorporates quantities related to both performance and workload

Lon

tion

the

974 .

o

’
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where workload is defined in terms of the pilot lead time
constants in the various loops (an interpretation that is based

my

on describing function model results). his expression is then

1 "

identified with the subjective "rating" of vehicle handling
qualities provided by the human pilot. The amount that each
performance and workload term can contribute to overall rating
is constrained. This prompts the interpretation, given by
Dillow (1969), that the pilot adapts his parameters to minimize
a linear combination of workload and performance, and "washes
out" exceedingly poor or good performance in determining the
rating.

Anderson initially 5pplied his approach to data obtained by
Miller and Vinje (1968) from a simulated VTOL hover task. These
data include pilot ratings, performance scores,and estimates of
pilot parameters (obtained by adjusting the parameters of a
fixed-form model to match the observed scores). Anderson used
regression analysis to determine an expression that related the
observed pilot ratings to a combination of measured performance
scores and derived pilot (lead) parameters. He then postulated

a fixed-form model and found the parameters of the model that

optimized this expression. The resulting "optimal" FFM was used

to "predict" scores and pilot ratings. This resulted in excellent

agreement with respect to pilot rating,* but the correspondence
between predicted scores and measured scores was not nearly as
good. Of course, the disagreement in scores was reflected in a

- " S 2 ok 2N - Ny -
Lcted and "measured" pilot parameters.

81

disagreement between prec
This inconsistency suggests that matching pilot rating (to within

+ 1 unit) is not sufficient to uniguely determine the pilot model

*Given the variability of pilot rating data, a jood” match
corresponds to predicting a rating that is within one unit of
the rating determined experimentally, where pilot rating is
measured on a Cooper-Harper scale of one-to-ten (Harper and

Cooper, 1966) .
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parameters. Since Anderson's original work, Paper Pilot has
been applied to a variety of other tasks to yield results of some
promise (see, e.q., Anderson, Connors, Dillow, 1971l; Arnold,

Johnson, Billow, 1973: Stone, 1973).

Thus, FFMs with model parameters selected to optimize some
cost function have been applied with some success. This approach
replaces the verbal adjustment rules of describing function
theory with a systematic procedure that should be inherently
more "predictive." However, there are serious problems and
limitations associated with the approach that have yet to be
resolved. 1In the case of Paper Pilot, schemes for a priori
selection of a rating function are needed if the method is to be
truly predictive. Moreover, the technique has been a less
successful predictor of performance and pilot parameters than of
ratings. Part of the difficulty in predicting performance (and,
to a lesser extent, parameters) is the lack of a remnant model.
It may be more difficult to get good remnant predictions for FFMs

because of the confounding of modeling errors with remnant.

Perhaps the most serious drawbacks to these techniqgues
arise when addressing multi-output, multi-axis, multi-control
problems. Then, as in the describing function approach, it is
necessary to postulate possible loop structures and the models
for each loop. This complicates the problem of choosing a
rating-cost function, increases the possibilities of modeling
error,and increas2s the number of parameters to be optimized.
These factors undoubtedly jeopardize the predictive capability
of the techniques and also magnify the computational problems

significantly.
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The problems associated with computing the optimizing
parameters are far from trivial. For example, gradient-type
schemes, besides being slow in convergence, often converge to
local minima. This problem increases in severity with increases
in the number of parameters. In addition, bounds may be required
on the variable parameters so as not to violate human response
capability and to assure physically meaningful values (e.g.,

leads must be positive). When constraints are placed on the

independent variables, the numerical optimization methods
(gradient projection) become less efficient. Finally, the
computation time requirements to attain a maximum (or minimum)
increase approximately as the number of parameters squared.
Thus, for multi-loop systems — where each loop can contain

several parameters — computer time can soon become excessive.

2.3.1.3 The Optimal Control Model of the Human Opcrator

A second control-theoretic approach to human controller
modeling has emerged. This approach is based on modern control
and estimation theory. The resulting model has been referred to
as the optimal control model (OCM) of the human operator (sce
Abstract No. 7), although many of the key features of the model deal

with the human's information processing capabilities and behavior.

The human controller is self-adaptive and, if motivated and
given information about his performance, will attempt to change

characteristics so as to perform better. On the other hand,

human performance is limited by certain inherent constraints o }

limitations and by the extent to which the human understands the i
i !

objectives of the task. These observations serve as the ba

for the fundamental assumption underlying the OCM, namely, that

the well-motiv

~
=
=
b
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optimal manner subject to the operator's internal limitations and
understanding of the task. This assumption is not new in manual
control (e.g., Roig, 1962; Leonard, 1960; Obermayer and Muckler;
1965) or in traditional human engineering (e.g., Simon, 1957,
calls it the Principle of Bounded Rationality). The novel aspects
are the methods used to represent human limitations, the
inclusion in the model of elements that compensate optimally

for these limitations and the extensive use of state-space

concepts and the techniques of modern control theory.

Clearly, if the basic optimality assumption is to yield
good results, it is necessary to have reliable, accurate,and
meaningful models for human limitations. Insofar as possible,
these models (or their parameters) should reflect intrinsic
human limitations or should depend primarily on the interaction
of the operator with the environment and not on the specifics of
the control task. It 1s also desirable that the description of
human limitations be parsimonious and that it be commensurate
with the modern control system framework that is being employed.
These principles have guided the developrent of the models for

human limitations that will be described below.

There are several reasons for choosing a modern control

approach to modeling the human controller, even though methods

based on classical control theory have been fairly successful. A
principal motivation is the basic logic of the optimality
assumption. The basic approach to human limitations and the

optimality assumntion suggest a model that might adapt to task

specifications and reguirements "automatically" and nol through
a subsidiary set of adjustment rules. Further, state-space
techniques promise a systematic approach to multi-input,
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multi-output systems that avoids scme of the difficulties associated
with the application of multi-loop analysis to man-in-the-loop

problems. The powerful computational schemes associated with these

techniques are also attractive in 1

A )

L

t of complex monitoring and

G

control problems that are of interes Finally, the use of a

(o

normative model* and time-domaln ar

should facilitate
"modular" and "graceful" development of the model as new facets

of human behavior are considered zand understood.

The resulting model is a stochastic, time-domain model for

the human. It includes a model for predicting the random component

of human response and is not limited to stationary control situa-

tions. The basic model is composed of the following: (1) an
"equivalent" perceptual model that translates displayed variables
into noisy, delayed, perceived variables; (2) an information pro-
cessing model consisting of an optimal estimator and a predictor
that generate minimum variance estimates of the system state from

the data concerning perceived variables; (3) a set of "optimal gains"
chosen tominimize a quadratic cost functional (a generalization of the
mean-squared error criterion that exvresses task requirements); and (4) an

equivalent "motor" or output model that accounts for "bandwidth"

limitations (freguently associated with neuromotor dynamics)

)
Hh

the human and his inability to gens2rate noise-free

control inputs.
The time-delay, observation- and nmoltor-noises,and the
’ ’
neuromotor-lag matrix account for inherent limitations on human

processing and perceptual-motor activity. Methods for choosing

values for these quantities have bzen determined by matching

*The model is normative in that it predicts what the human sho

1
do, given his limitations and th task. Thus, for a new situation

one need only determine the operative limitations and what should
be done. fThe fact that this assumption works well is testimony
to the adaptability and capability of the trained human operator

! J ! ; I
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experimental data and these values have been found to be generally
independent of task parameters, (Kleinman, Baron and Levison, (1970).
The observation noise is a key feature of the model. [t is, essen—
tially, a lumped representation of human randomness. From the
standpoint of classical quasilinear describing function theory,

the observation noise may be thought of as a modal for controller
remnant. On the basis of considerable experimentation, a
relatively simple set of rules for predicting remnant has been

found (Levison, Baron and Kleinman, 1969).

The optimal estimator, predictor, and gain matrix represent
the set of "adjustments" or "adaptations" by which the human
attempts to optimize his behavior. The general expressions for
these model elements depend on the system and task and are
determined according to well-defined rules by solving an
appropriate optimization problem. The solution to the
optimization problem yields predictions of the complete closed-
loop performance statistics of the system. Probability densities
of all system variables (states, outputs,and controls) are generated
as functions of time,alonyg with mean and rms error deviations
from a nominal path. Moreover, the densities of the operator's
estimates and estimation errors are also predicted as functions
of time. All computations are performed using covariance pro-
pagation methods, thus avoiding costly Monte Carlo simulations.

However, if desired, a "sample" or simulation version of the

model is possibl (sce below).
The optimal control model has been subjected to extensive
validation with extroemely encouraging results. It has been

validated in relatively simple, stationary control tasks (Kleinman,
Baron and Levison, 1970) and in more complex tasks, both statio:
(Baron et al., 1970) and non-stationary (Kleinman and Baron, 1973;

Kleinman and Perkins 1974: Kleim 1y and Killingsworth 1974 :

Baron and Levison, 1974)
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The optimal control model of the human operator appears to

have several advantages. First of all, there has been considerable

success in isolating human limitations so that they are essen-
tially task independent. That is, the parameters of this model
that describe human limitations do not vary significantly with
vehicle dynamics and forcing function bandwidths so long as the
underlying linearizing assumptions remain valid and so long as
the operator is motivated to perform at his limits. 1In those
cases where performance does not degrade substantially when the
operator does not devote his full energies to the task, the
parameter values adopted by an operator will in all likelihocd
depend on subjective factors (such as psychological set);

however, in these cases performance predictions using the model

will remain reasonable and the model itself can be used to
determine an appropriate range of operator parameters (Levison,

Elkind and Ward, 1971; Levison, Baron and Junker, 1976).

When the characteristics of the display or control mani-
pulator are changed, the approach in the OCM is to model these
changes directly, where possible, rather than to adjust para-
meters of the model according to some other rules. This has
been accomplished in the case of visual thresholds (Kleinman and :
Baron, 1973) and, more recently, in the case of control-manipulator

dynamics (Levison and Houck, 1975). The resulting changes in

(UK

the pilot's describing function and remnant are then predicted

as an output of the OCM. This constitutes a fundamental diff

il I'erence

from the describing function approach wherein the resulting changes

S

in describing function and remnant are generally catalogued (see i

’

e.g., Jex, Allen and Magdaleno, 1971).
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:
i In the OCM, there is no need to postulate loop closures or
: model forms for the various loops. Instead, one must specify
? what is displayed to the pilot (this is generally given) and
§ the cost function to be optimized (see below). The OCM adapts
‘ to changes in system dynamics and forcing function changes via
; the solution to a well-defined optimization problem that admits
é a closed-form solution.

Another feature of the OCM is that a simple and effective
model for remnant is incorporated. This has permitted accurate

predictions of remnant and, therefore, performance.
o7l

remnant prediction in multi-axis tasks that do not involve overt

Moreover,

the interference model (Levison et al., allows for acecurate

Se

scanning; because of the close connection between attention-

sharing and scanning, it is possible that scanning remnant can

also be predicted accurately.

N

The problem mentioned most often in connection with the OCM

is the selection of a cost functional. In applying the model to

predict performance, it is assumed that the human operator will

perform the control task so as to optimize a quadratic functional

of the system variables. This functional is defined objectively
by specifying relative penalties for various system errors; this

specification involves a careful analysis of the problem. However

’

one cannot be certain that human controllers will optimize the

objective functional rather than some subjective criterion.

Initially, it was beliecved that this was an area where artistry
VL D)

in applying the model was needed

(Young, 1973) but experience
the i

with

model has revealed few, if any, instances where the
choice of performance criteria has actual ly posed serious
difficulties. Nevertheless, the specification of the cost
functional remains the primary are involving the judgement of
the system imnalyst i pplying Eh OCM .
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The information processing portion of the OCM includes an
estimator and a predictor. These elements contain per fect

"internal® models of the system. While the notion that the
trained human operator has an internal model is guite appealing,
the assumption that the model is perfect appears to be less

well justified. To some extent, model imperfections are accounte

for by the observation and (especially) motor noises. Moreover,
results to date have indicated that so long as there are random
disturbances of any significance, er

assumption of a perfect model tend to be negligible. In other
circumstances, however, the perfect model assumption may lead to

inaccuracies in model predictions.

A related problem concerns the increased order of the pilot

model with increases in problem complexity. HModern control theory

and the OCM approach) treat input shaping-, sensor-, actuator- o

~

iisplay—-dynamics, by state angmentation. The OCM will have a

perfect representation for these dynamics and will increase in
order accordingly. This increases the computational expense for
obtaining a solution and suggests the possible desirability of

some reduced-order modeling.

i

Another problem concerns the motor portion of the model.

This model may need further refinement,especially with respect to

multi-axis control tasks.* Presently, there is no accounting for
inadvertent control crossfeeds. In addition, the motor noise/
signal ratio has been used largely as a surrogate for internal
model imperfections (Baron,; et al., 1970). A residual motor
noise, that doesn't scale wi the ntro! c ind, should be
incorporated *o account r T ibl mot t gshold nd for the
axpey L tal evi Co B roi will introduce

B! imto an wr 1t 3 :
* L ' cently, ! ) cantrate

-~

-

i
i
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Finally, rigorous schemes to estimate and establish confidence
limits for the underlying model parameters of the OCM do not
presently exist. Attempts to identify the parameters have run
into some difficulty and it has been claimed tha I t
of the OCM are not uniquely identifiable (Phatak, Weinert and

Segall, 1974). It is clear that some proble “an arise in formal

procedures because what is optimal with respect to a particular
cost functional and set of parameters is apt also to be optimal
with respect to a slightly different cost functional and para-

meter set. On the other hand, the heuristic methods that have

been used have yielded parameter estimates that predict new

results successfully.
2.3.1.4 simulation Models

As our definition, we take a manual control simulation model
to be a model which produces a specific time-history for the human
controller's output given a specific time history for the input.*
All manual control models describe the input/output characteristics
of the human operator in a manner that is consistent with an
instant-by-instant description. However, the models that have
dominated the field (see previous sections) have generally
avoided using their descriptions to predict instantaneous response
of the operator; rather, the emphasis has been on statistical pre-
dictions of performance and determination of stability and vehicle

handling guality via closed-loop linear analysis techniques. There

are several reasons for this emphasis. yrtantl

et
~

capacity for generalization and, hence, prediction is much greate:

when employing the theoretic-analytic models described above.
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analysis; that inter-subject differences, as well as the stochastic

behavior within individuals, makes prediction of a particular

I I
response essentially impossible; the computational efficiency of
linear analysis techniques; and, finally, that simulation models

frequently degenerate into a "fiddler's paradise." |

On the other hand, there are some strong motivations for
simulation modeling. If one wants to integrate a manual control model
with another model this will often require a simulation represen-

tation. Certain types of system or operator nonlinearities may

not be amenable to linearization technigues and will require simula-

tion for analysis. Statistical analyses can sometimes obscure

certain important response patterns. Finally, analyzing indi-

vidual responses may ease the interpretation of results and the

validation of models.

|
\
f There have been many simulation models developed and reported %
1 in the manual control literature, often differing from one another |
in a minor fashion. As might be expected, this development ;=
: reflects the developments in linear, analytic models (which, in i:
turn, reflect advances in control theory). Thus, early simula- ‘;
tion models include transfer functions that freguently derive ! '
i from quasilinear models while later ones are reminiscent of FFM's
‘ or the OCM. Here, to give a flavor of the approaches to simulation
; modeling, we shall discuss some representative models.

One of the first attempts at simulation modelling of humai
: pilots was conducted by Diamantides (1958). The simulation
model was constructed from analog computer elements and was com-
posed of elements thought to be representative of human linean

aTe |
1t od

and nonlinear behavior. Thus, the continuous model incorpo:

neuromuscular dynamics, reac

avas ind ("".";.'!{i\\h
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transfer functions similar to those of gquasilinear models. It j
also included direct perception of derivatives of displayed
signals and a number of nonlinearities (perceptual and
indifference thresholds, anticipation and dither circuits,and
saturation elements). The parameters of the "analog pilot"
were varied until the simulation model exhibited responses that

were quite similar to those of actual pilots. The model proved

to be interesting and instructive. It reflected what was known
from quasilinear theory and the prevailing technology of using

analog computers to analyze complex, nonlinear control systems

Costello (1968) developed the so-called "surge model" to

predict operator response to high bandwidth inputs. The surge

model has two modes: for "sufficiently small" error and error-
rate, a linearized, constant coefficient model is used: when the
error and error-rate exceed pre-determined bounds, and whenever
the phase -plane trajectory crosses a switching line, a pre-
progranmed double step or "surge" is introduced. The response of

the "surge" model t

o

step inputs, square wave inputs and choppad
sine wave inputs compares favorably with responses to these
inputs observed experimentally, more so than the response of the
simple linear, constant coefficient portion alone. Costello's

model is one of many simulation models (e.g., Johanssen, 1972,

see Abstract No. 8; Phatak and Bekey, 1969, sce Abstract No. 9;
Veldhuysen, 1976, sce Abstract No. 10: that employ "decision
sur faces" in the phase-plane to change modes of operation.

A recent, ambitious development in simulation modeling was

undertaken by Onstott (1974, see Abstract No. 11). His model

incorporates fixed form pilot models. An "urgency function" is
defined to determine when the nodel shounld "switch attention™
from one axis to another. An attempt is also made to account for
Yemna n ) p el f ! Y )
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crossfeeds. Onstott claims close agreement between model and
experimental data, though the results given in the above cited
reference appear somewhat mixed. Again, this model reflects
the trends in analytic modeling, particularly the use of fixed-
form pilot models with parameters selected to optimize some

performance criterion.

We close this discussion by reemphasizing the point that the
analytic models, though not developed for simulation purposes,
can serve as the basis for simulation models. We have seen that
many simulation models employ transfer functions that are
similar to the describing functions developed in quasilinear
theory. (This is done because the form of the describing function
is reasonable and despite the fact that, from a theoretical stand-
point, the describing functions are not strictly valid for this
purpose). It should also be mentioned that the Optimal Control
Model, described earlier, can be used as a simulation model
(Kleinman and Perkins, 1974). The simulation version of the
OCM requires selection of a particular realization of the various
sources of problem randomness (both system and human) to generate
the simulation "histories." Since the model is a time-domain
model and admits time-varying parameters,it can be quite general
in its simulation extension while retaining features verified
earlier. On the other hand, a generalized simulation version of

the OCM has not been validated experimentally.

2.3.2 Models for Visual Scanning

In the manual control field much of the impetus foa
analyzing and modeling wvisual scanning bchavior has been provided
by the aircraft control problem. A large, but freguently icien
data base exists with respoect to monitm ireraft instrument




Report No. 3446 Bolt Beranek and Newman Inc

panels (see Barnes, 1972, for an analysis of a significant portion
i of aircraft eye-movement work) . Several models for predicting
and/or describing scanning behavior have been suggested. These
models have their roots in information theory and in statistical
estimation and decision theory. All the models we discuss here
are relevant to pure nmonitoring problems. They differ in their
theoretical bases and in the degree to which they consider the

effects of closed-loop control on scanning.

The first guantitative model for describing pilot sampling
behavior was developed by Senders, (1964, Abstract No. 12 ).
This model was based on information-theoretic ideas, particularly
Shannon's sampling theorem. A basic assumption of the model was
that the human observer samples the various signals periodically
and attempts to reconstruct the time functions presented on each
i instrument. Moreover, 1t was assumed that the operator was
t effectively a single channel device capable of attending to only
L one signal at a time. With these concepts as a starting point,
Senders was able to derive expressions for the fregquency and
; duration of samples of an instrument given its input signal
characteristics and the required precision of readout. This model
predicted quite well the average of subjects in an experimental
situation, but the agreement obtained was somewhat fortuitous in
that it depended on a unique experimental condition (Senders,

et al., 1969).

HHowever, it seemed reasonably clear that the simple periodic
sampling model would not adequately predict behavior in more compl.

situations, especially since observed data gave evidence of aperiodic

PUNDER

sampling behavior. Taking a cue from the fact that pilots often are

; i only concerned with detection of extre: readings rather than with
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signal reconstruction, Senders, et al. (1966) proposed a condi-
tional sampling scheme that would result in aperiodic behavior.
In this approach, the human monitor is considered as a channel
for the transmission of discrete messages and not as a channel
for the transmission of a complete time function. Then, it is
possible to postulate several, not necessarily mutually exclusive,
sampling strategies (e.g., sample when the probability that the
signal exceads a prescribed limit is greater than some subjective
probability threshold or when the probability of exceeding the

limit is a maximum) (Senders, et al., 1966).

Smallwood (1966) (Abstract No. 13 ) developed a model which,
although similar in some of the details, was conceptually quite
different from those previously developed. His model was based
on two underlying assumptions: (1) the human operator bases his
state of information about his environment upon an internal model
of this environment, the model being formed as a result of past
perceptions of his environment;(2) the human operator behaves
optimally with respect to his task and his current state of
information within his physical limitations. To apply the model,
Smallwood makes further assumptions. First, he postulates a form
for the internal model that describes the monitor's conception
of the environment he is monitoring. Smallwood's approach to this

problem is to assume that the monitor's model of each instrument

is a good approximation to the true situation. Note the
resemblance to the Kalman filtering approach.) Smallwood's inte:
pretation of optimality was that the human monitor, interested in

detecting immediate excursions of the instruments beyond th

threshold, switches his attention to that instrument for which the
probability of exceeding the threshold is a maximum. Thus, he

dealt strictly with monitoring, essentially ignoring the control
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The above-mentioned models have several limitations that

w

arise either from inherent factors or, in the case of Smallwood's
del, from a failure to exploit the full potential of the
roach. One significant limitation was that none of the models

accounted for correlation between signals on various indicators.

It is clear that with an appropriate choice for an internal

model, a method for dealing with coupling is possible within the

framework of Smallwood's model, but he did not attempt to include
such effects. A second significant limitation of these models is

that none of them take explicitly into account the interaction
between sampling and control behavior. "'In all cases the human
operator is considered as a monitor only; the control requirements
play little, if any, role in the selection of a sampling strategy.
Et is true that ¢ posteriori signal analysis, which is necessary
to obtain the parameters of the conditional sampling models, will
include the effects of control. However, this is quite different
from using the control task in an attempt to predict sampling

behavior.

All of the models consider the human operator as a single-
channel device capable of processing information from only on2z
instrument at a time. Tkis approach is at variance with the
experimental data obtained by Levison and Elkind (1967),
concerning peripheral tracking. Their experiments showed that
under certain conditions, pilots could perform two-axis compensa-
tory tracking even though the information concerning one of the

axes was always in the peripheral visual field. While there migh

be some argument as to whether the pilot is actually processing




L AP A

Report No. 3446 Bolt Beranek and Newman Inc.

that no risk or cost structure has been incorporated. Egual costs
are assigned to all instruments. Moreover, there is no cost

assigned to taking a sample or to switching attention.

Carbonell (1966, Abstract No. 14) attempted to overcome some
of the above limitations by developing a model of visual sampling
which had its roots in gueuing thsory. If the human is assumed
to be a single-channel processor, then one is led to the notion
that the various information sources, i.e., instruments, queue up
and wait their turn to be processed. The analysis of scanning
can then be approached as a problem in queuing theory and one
can arrive at estimates of the probability distribution of
simul taneous demands, the probability distribution of waiting
times,and estimates of the probability that events of interest

will be missed.

Carbonell's model is clearly more general and more flexible
than the models previously discussed. In addition, it has
achieved good accuracy in a validation study of approach to
landing. Nevertheless, the model has not removed all the
previously cited limitations. Peripheral processing is not
accounted for; indeed, the concept of the human operator being
a single-channel processor is central to the idea of the instru-
ment queue. Also, coupling among instruments was not included
in the model, although Carbonell claimed that such coupling
could be incorporated. Finally, it should be pointed out that
the model incurs a heavy price in analytic complexity for the
flexibility that is obtained. It appears that only through

extensive simulation can one obtain the pertinent model par:

v}

havion

meters and predict human sampling b
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Allen, Clement, and Jex (1970) (see Abstract No. 15) and McRucr et al.

' scanning

(1968) have attempted to synthesize the concepts of Senders
model, multi-loop describing function theory, and some ideas of
Clement concerning human signal reconstruction into a theory for
displays in manual control. Allen, Clement, and Jex suggest a
model for scanning, sampling,and reconstruction that comprises:
(1) a quasilinear, random-input “"perceptual describing function,"
which multiplies the human operator's continuous describing
function (i.e., is inserted serially in the control-loop); and (2)

a broadband sampling remnant, which adds to the basic remnant,

and is described as a wide-band observation noise injected at
the pilot's perceptual input. The "perceptual describing function"
is usually specified by an attenuation factor Ky and an equivalent

sampling delay (T ). The values of K, and T _ depend on scanning
£ = 3 h s b 2

interval, dwell fraction, weighting of rate information, and type

of signal reconstruction used.

The approach of Allen, Clement, and Jex ameliorates the major
difficulty associated with "open-loop" scanning models in that
control reguirements are taken into account, albeit in a quali-
tative way. In addition, the approach has been partially
validated in extensive simulation studies. However, the scanning
model accentuates the problems already noted for the describing

function approach to pilot modeling. One must face the problems

of selecting multi-loop structures via the "adaptive feedback
selection hypothesis" and also the problem of deciding amon
various signal reconstruction schemes. Moreover, the whole
process is iterative in that scanning predictions must be made
after the control structure is defined, but the scanning strateqy
can affect the control structure. Hoffman, Clement, and Blodgelt
(1973) have developed a techni that vields a non-iterative
procedure for the case where thez 1S5 & single primary instrument,
Lo s Lrght director, [ nErol . i I 31, \ ;
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he approach could remain extremely difficult to use and computa-
tionally inefficient. Another important problem is that the model
for scanning remnant does not appear to yield entirely adequate
results (Machuca and Lind, 1971). Accurate remnant representa-
tion is, of course, very important for predicting performance
with scanning because this is invariably a high remnant situation.
Baron and Kleinman (1968) have proposed a scanning model
(Abstract No. 16) for incorporation in the OCM and have modified
it and applied it in a VTOL hover task (Baron, Kleinman,et al.,
1970) . The basic assumption in this model is that the pilot
chooses his control input and his scanning strategy to minimize
the cuadratic cost functional describing his task requirements.
The scanning strategy is defined by a set of parameters (average
dwell time, scan frequency, etc.) which in turn are adjusted to
minimize closed-loop cost. This model is therefore suitable for

-

prediction.

4

There are several advantages of this approach to scanning

a

prediction. The sampling model is such that the human's moni-
behavior depends upon the control requirements and control

toring
actions in an explicit way. Control and scanning strategies are
determined at essentially the same time; one avoids the inherently
iterative and judgmental procedures involved in a process that

)

requires the specific loop topology to be known before computing

scanning parameters. Also, one avoids separate assumptions con-
cerning reconstruction of the sampled signal; the Kalman estimator
performs thisg function, as in the no-scanning case. Finally, the
observed effects of scanning are a natural consequence of this
approach. Increased average observation noises result from the
impossibility of fixating foveally all displays at once. This
leads to increases in remnant, accompanied by reductions in pilot
(,li‘ 1 i L !
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The principal difficulty associated with the OCM approach
would appear to be the computational burden in solving the optimal
sampling problem. 1In the two-display case, numerical search
techniques are adequate and not too expensive. For more than
two displays, a suitable optimization algorithm is necessary
and the analysis is likely to be expensive, but, perhaps, not
more so than other approaches.

A final comment concerning scanning models seems appropriate.
Experience seems to indicate that choice of a scanning strategy is
highly idiosyncratic and that there is great variability in scan
patterns among subjects. For example, Machuca and Lund (1971),
in describing the results of a study to verify the model of

Allen, Clement, and Jex,state the following:

“The pilot-subjects adopted different average scanning
and sampling strategies. Subject preferences in display
orientation, control sticks, and simulation techniques
were noted to influence scanning behavior."

and
"A subject may adjust his scanning strateqy (i.e.,
sampling interval and dwell fraction) to maintain
acceptable control over the control tasks. During
this experiment, scanning parameters, which attempt
to account for changes in scanning performance, did
not yield the predicted range of values when the
controlled dynamics were changed and when simulation
techniques were altered from those used by other
experimenters. However; in spite of such changes,
closed-loop responses remained essentially unchanged.

Phe lLatter statement indicates that the pariformance was nolbt very

sensitive to changes in scanning strateqy over a reasonable ran:
of variation. This is probably true for most reasonably designed

‘

v
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for the variability among subjects; there is not a great deal to
be gained by adopting the "precisely" optimal scanning strategy.
Thus, if one is interested in predicting performance, a relati-

vely crude model of scanning may be adequate.

2.3.3 Manual Control Models for Workload

There has been a substantial concern with problems of
operator workload in manual control. Much of this effort has
been motivated by research in aircraft handling qualities and
pilot opinion. However, a significant portion of the research
is relevant to basic questions of task interference and the

effects of attention-sharing on performance.

Models for predicting operator performance and workload
must take into account the effects of interactions among several
control and/or monitoring tasks. When overt visual sampling
is involved,it is clear that there will be degradation that
should be accounted for in a model for the operator. The
question of scanning workload has been treated by Senders (1964),

=
1

who derived an expression for the fraction of time that must

be devoted to a given display given the amplitude and bandwidth

of the displayed signal and the permissable rms reading error

-4 S

.y

With this relationship, the total workload placed on an ideal
observer by a given set of displays can be computed. The

extension of the

0

e ideas to problems involving closed-loop

control has been carried out by McRuer et al. (1968) and thei
colleagues (see Section 2.3.2, above) This provides a mechanism
for treating scanning workload in the context of describing

function models. The attendant drawbacks of the approach have

been discussed previously
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